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What Genetic Testing Teaches About Long-Term Predictive Health Analytics Regulation

Sharona Hoffman∗

The ever-growing phenomenon of predictive health analytics is generating significant excitement, hope for improved health outcomes, and potential for new revenues. Researchers are developing algorithms to predict suicide, heart disease, stroke, diabetes, cognitive decline, future opioid abuse, and other ailments. The researchers include not only medical experts, but also commercial enterprises such as Facebook and LexisNexis, who may profit from the work considerably. This Article focuses on long-term disease predictions (predictions regarding future illnesses), which have received surprisingly little attention in the legal and ethical literature. It compares the robust academic and policy debates and legal interventions that followed the emergence of genetic testing to the relatively anemic reaction to predictions produced by artificial intelligence and other predictive methods. The paper argues that like genetic testing, predictive health analytics raise significant concerns about psychological harm, privacy breaches, discrimination, and the meaning and accuracy of predictions. Consequently, as alluring as the new predictive technologies are, they require careful consideration and thoughtful safeguards. These include changes to the HIPAA Privacy and Security Rules and the Americans with Disabilities Act, careful oversight mechanisms, and self-regulation by health care providers. Ignoring the hazards of long-term predictive health analytics and failing to provide data subjects with appropriate rights and protections would be a grave mistake.
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I. INTRODUCTION

The ever-growing phenomenon of predictive health analytics is generating significant excitement, hope for improved health outcomes, and potential for new revenues.\(^1\) Researchers are developing algorithms to predict suicide, heart disease, stroke, diabetes, cognitive decline, future opioid abuse, and other ailments.\(^2\) In 2017 the Society of Actuaries found that ninety-three percent of health care and health insurance executives that it surveyed believed that predictive analytics is important to their future success.\(^3\) Indeed, experts forecast that predictive health analytics will be a commonplace medical tool in the near future.\(^4\)

Health care providers can use predictive health analytics for treatment purposes in the short term.\(^5\) For example, predictive health analytics can help physicians identify patients who are at risk for hospital re-admission because of complications.\(^6\) This Article focuses, however, on health analytics that predict health problems in the more distant future, which I call “long-term predictive health analytics.” For instance, scientists are developing techniques to forecast conditions such as heart disease or cognitive decline that are years or decades away.\(^7\)

In some instances, such forecasts can be medically beneficial because clinicians can commence early screening of affected individuals and implement preventive interventions.\(^8\) In the case of

---

2 See infra Parts II.B & C.
5 I. Glenn Cohen et al., The Legal and Ethical Concerns that Arise from Using Complex Predictive Analytics in Healthcare, 33 HEALTH AFF. 1139, 1140 (2014) (explaining that “it has become possible to apply predictive analytics to health care”).
6 Id.
7 See infra Parts II.B & C.
8 Bresnick, supra note 1.
heart disease, these might include drugs, exercise, and improved diet.\textsuperscript{9}

At the same time, predictive health analytics can also be potentially harmful.\textsuperscript{10} Individuals who are identified as being at high risk of developing future health problems such as cognitive decline or opioid addiction may suffer psychological distress, privacy violations (if the information is circulated to unauthorized third parties), discrimination, and other harms.\textsuperscript{11} One scholar worries that people labelled as being at high risk for suicide will be treated differently by their physicians.\textsuperscript{12} Physicians might discontinue beneficial medications for fear that they will exacerbate the suicide risk, unnecessarily send police to patients’ homes, forcibly hospitalize individuals, or relate to them in a demeaning, dehumanizing way.\textsuperscript{13}

Moreover, predictive health analytics outcomes can be erroneous for a variety of reasons.\textsuperscript{14} Thus, individuals may endure serious adverse consequences based on mistaken predictions, when in truth there is no evidence that they are at risk of developing the health problems at issue.

This Article argues that we are doing alarmingly little to identify and address the ethical and legal implications of long-term predictive health analytics. This is in stark contrast to policymakers’ thoughtful approach to the emergence of genetic testing several decades ago.\textsuperscript{15}

The Article highlights the discrepancy between society’s relatively cautious approach to genetic testing and its more cavalier approach to predictive analytics. It argues that scientists must carefully consider the benefits and risks of predictive health analytics and implement safeguards to address their hazards.

Data subjects should enjoy specified rights that give them a degree of control over their data, including predicted health outcomes. They should have an expanded right to consent to

\textsuperscript{10} See infra Part IV.
\textsuperscript{11} Id.
\textsuperscript{12} Mason Marks, Artificial Intelligence Based Suicide Prediction, Yale J. Health Pol’y L. & Ethics (forthcoming)
\textsuperscript{13} Id. at __.
\textsuperscript{14} See infra Part IV.
\textsuperscript{15} See infra Part III.
disclosure of their health information, a right to discover who has seen their health data, and a right to sue for privacy breaches that harm them and for discrimination based on disease predictions. The scientific community should also develop an oversight mechanism to safeguard the quality of predictive models.

The remainder of the Article proceeds as follows. Part II describes long-term predictive health analytics and illustrates the work that scientists are conducting in this area. Part III analyzes the precedent of genetic testing, focusing on the concerns that it raised and the measures that policy-makers implemented to address them. Part IV examines the risks of long-term predictive health analytics. Part V develops preliminary recommendations for responsive legal and policy changes. Part VI concludes.

II. LONG-TERM PREDICTIVE HEALTH ANALYTICS

A. Predictive Health Analytics Defined

Predictive analytics can be defined as “the analysis of large data sets to discover patterns and use those patterns to forecast or predict the likelihood of future events.” Experts conduct this analysis using computer algorithms. An algorithm is a precise step-by-step process that leaves nothing to guesswork or intuition. Learning algorithms train predictive models using training sets comprised of sample input and output values. Some analysts use the term “predictive modeling” which can be defined as “the process of developing a mathematical tool or model that generates an accurate prediction.” Researchers often use the terms “learning algorithm” and “predictive model” interchangeably, although the term “predictive model” suggests a representation of knowledge that is

16 See infra Part V.A.1 & 2.
17 See infra Part V.B.1.
21 Shai Shalev-Shwartz & Shai Ben David, Understanding Machine Learning 13-14 (2014) (discussing “the statistical learning framework”).
created by an algorithm. Predictive analysis is based on techniques from three closely related areas of research: statistical inference, data mining, and machine learning.

Statistical inference involves analyzing a dataset and, based on this sample, inferring properties of a larger population and characterizing uncertainties about them. Data mining is the process of using algorithms to examine “big data” from sources such as databases or the Internet in order to unearth hidden knowledge or patterns. “Big data” can be defined as data that is of high volume, variety, and velocity, the latter of which refers to the speed with which it is generated. In medicine, big data can come from a myriad of sources, including patients, health care providers, insurers, manufacturers, the government, and even mobile devices such as smartphones and wearables.

Machine learning refers to methods that enable computers to “automatically detect patterns in data, and then use the uncovered patterns to predict future data, or to perform other kinds of decision-making under uncertainty.” Scientists train computers to do analytical work by feeding them information, such as patients’ medical records. For example, scientists might show computers a large number of tumor images with indications as to which ones are

23 See supra notes 21-22 and accompanying text.
24 WILLIAM L. HAYS, STATISTICS 1 (4TH ed. 1988) (describing statistical inference as a process of analysis that enables one to “make general statements about the large body of potential observations, of which the data collected represents but a sample”); Statistical Inference, OXFORD LIVING DICTIONARIES, https://en.oxforddictionaries.com/definition/us/statistical_inference (last visited Feb. 25, 2019) (defining statistical inference as “[t]he theory, methods, and practice of forming judgments about the parameters of a population and the reliability of statistical relationships, typically on the basis of random sampling”).
26 SHARONA HOFFMAN, ELECTRONIC HEALTH RECORDS AND MEDICAL BIG DATA: LAW AND POLICY 111 (2016).
28 KEVIN P. MURPHY, MACHINE LEARNING: A PROBABILISTIC PERSPECTIVE 1 (2012). See also, David Lehr & Paul Ohm, Playing with the Data: What Legal Scholars Should Learn about Machine Learning, 51 U.C. DAVIS L. REV. 653, 671 (2017) (“Fundamentally, machine learning refers to an automated process of discovering correlations (sometimes alternatively referred to as relationships or patterns) between variables in a dataset, often to make predictions or estimates of some outcome.”).
29 See Niha Beig et al., Perinodular and Intranodular Radiomic Features on Lung CT Images Distinguish Adenocarcinomas from Granulomas, 290 RADIOLOGY 783, 784 (2019) (relating that a “machine classifier was trained on a cohort of 145 patients”).
cancerous and which ones are not. The computers then learn to differentiate between benign and malignant tumors based on patterns in the tumor x-rays or scans, so that they can identify cancerous tumors when shown new images.

A well-known type of machine learning is deep learning, which allows computers “to learn from experience and understand the world in terms of a hierarchy of concepts, with each concept defined through its relation to simpler concepts.” Thus, computers gather knowledge from experience and learn more complex concepts by building on simpler concepts. Many readers will be familiar with the general term “artificial intelligence,” which refers to computers’ ability to mimic human behavior and learn.

Predictive models are valuable for physicians, researchers, and policy makers. They can help public health officials identify those who are at highest risk of developing a disease so they can implement preventive interventions for them. In the clinical setting, predictive models may discern which patients are likely to have poor and successful treatment outcomes so physicians can tailor their medical decisions accordingly. Predictive analytics may also help identify high-risk individuals whom doctors should aggressively screen for particular diseases.

In addition, predictive health analytics can generate projections regarding the health problems that will plague individuals in the future. These long-term forecasts are the subject of this Article. Such predictions can be beneficial to patients if physicians can offer medical interventions to prevent or detect the condition at issue at a very early stage. However, such predictions can also render the data subject vulnerable to adverse psychological consequences, discrimination, and other harms.

30 Id.
31 Id. at 792.
33 Id.
34 Id.
36 Id. at 11-12.
37 Id.
38 See infra Parts II.B. and C.
39 See infra Part IV.
B. Long-Term Predictive Health Analytics Examples

Scientists are working hard to identify physical and behavioral clues to individuals’ future health status. Many studies focus on the question of whether there are traits, habits, or other indicators that signal that a person is vulnerable to particular diseases in the future.

Medical researchers are investigating biomarkers that can help them discern disease risks. A “biomarker” is a “biological molecule found in blood, other body fluids, or tissues that is a sign of a normal or abnormal process, or of a condition or disease.” For example, researchers reported in 2014 that in their study, people with lower levels of ten phospholipids in their blood were at higher risk of suffering cognitive impairments at the time of the blood draw or within a few years.

A 2018 study found that retinopathy was associated with higher rates of cognitive decline over the next twenty years. Retinopathy is a disease that involves the small retinal blood vessels in the eye.

Human eyes can also reveal information about cardiovascular risks. As reported in 2018, researchers from Google and its health-tech subsidiary, Verily, used machine learning to analyze eye scans and medical data from nearly 300,000 patients in order to develop an algorithm that can predict individuals’ risk of heart disease.

---

42 Jennifer A. Deal et al., Retinal Signs and 20-year Cognitive Decline in the Atherosclerosis Risk in Communities Study, 90 Neurology e1158, e1158 (2018). The study involved 12,317 men and women who were 50 to 73 years of age when they were first examined.
44 Ryan Poplin et al., Prediction of Cardiovascular Risk Factors from Retinal Fundus Photographs via Deep Learning, 2 Nature Biomedical Engineering 158, 158 (2018); James Vincent, Google’s New AI Algorithm Predicts Heart Disease by Looking at Your Eyes, The Verge (Feb. 19, 2018) (“As with all deep learning analysis, neural networks were then used to mine this information for patterns, learning to associate telltale signs in the eye scans with the metrics needed to predict cardiovascular risk (e.g., age and blood pressure).”).
IBM researchers “identified an automated machine-learning speech classifier” that could predict psychosis based on the speech patterns of high-risk patients.\(^\text{45}\) The technique relied on indicators such as less semantic coherence and diminished use of possessive pronouns, and it reportedly achieved an eighty-three percent accuracy rate.\(^\text{46}\)

Electronic documentation has been particularly helpful for purposes of health predictions. In 2014, IBM announced that it had analyzed electronic health records from Virginia’s Carilion Clinic and been able to identify 8,500 patients who were at risk of heart failure.\(^\text{47}\) Scientists have also been able to use analysis of electronic health records and medical claims data to predict which individuals will develop depression or diabetes-related problems up to a year in advance.\(^\text{48}\) The VA has launched a program called “VA Reach Vet” by which it uses a predictive model to analyze veterans’ electronic health records to identify individuals at high risk of suicide.\(^\text{49}\) The Society of Actuaries used the Health Care Cost Institute database, containing a seven-year record of insurance claims from forty-seven million individuals, to predict which patients would have the highest costs.\(^\text{50}\) It found that the most telling factor is prior cost history, followed by age, gender, and prescription drug coverage.\(^\text{51}\)


\(^{46}\) Id.


\(^{51}\) Id. at 4.
C. Non-Traditional Data Sources for Predictive Health Analytics

Social media has become an increasingly common source of data used for predictive health analytics. Researchers recently reported that they used an algorithm to analyze Facebook data from close to 1200 consenting users and identified linguistic signals that could predict depression.52

Facebook itself has joined the fray of predictive health analytics. Its software now monitors users’ posts to identify those with suicidal intent, and an algorithm assigns a risk score ranging from zero to one.53 The algorithm interprets phrases such as “Are you okay?” paired with “Goodbye” and “Please don’t do this” as clues that someone is in distress.54 In cases it assesses as severe, Facebook contacts the police, as it did at least 3,500 times in 2018.55 Unfortunately, police officers who are poorly trained or inexperienced may mishandle such “wellness checks,” exacerbating the situation and in extreme cases, using deadly force against individuals with mental illness.56

Analysts are turning to other nontraditional data sources as well. For example, several years ago, Carolinas Healthcare (now Atrium Health) purchased consumer information from data brokers57 in an

---

52 Johannes C. Eichstaedt et al., Facebook Language Predicts Depression in Medical Records, 115 PNAS 11203, 11203, 11207 (2018).
55 Kaste, supra note 53.
56 Marks, supra note 12, at ___.
57 Data brokers are “companies that collect information, including personal information about consumers, from a wide variety of sources for the purpose of reselling such information to their customers for various purposes . . . .” FEDERAL TRADE COMMISSION, PROTECTING CONSUMER PRIVACY IN AN ERA OF RAPID CHANGE 68 (2012), available at https://www.ftc.gov/sites/default/files/documents/reports/federal-trade-.
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effort to use algorithms that identify high-risk patients. Information garnered from credit card purchasing records or grocery loyalty cards can indicate whether individuals are buying healthy food, smoking, refilling their prescriptions, and have gym memberships. These data in turn can predict the likelihood that someone will have a severe asthma attack or a heart attack.

The University of Pittsburgh Medical Center has used patient demographic and household information to predict health risks. It concluded that people who do not reside with children in the home and earn less than $50,000 annually are more likely to visit emergency rooms rather than to make an appointment with a private doctor, which is a much cheaper way to obtain appropriate treatments for many conditions. Likewise, individuals without a car may not be receiving adequate medical care. Healthcare systems assert that they use such information in order to implement preventive and corrective interventions for patients. However, skeptics have questioned their true motivations, suspecting that cost savings are at the heart of the matter and worrying that data mining practices compromise patient privacy and damage the physician-patient relationship.

D. Predictive Health Analytics as Big Business

Predictive health analytics have generated business opportunities for enterprising organizations. Companies are reportedly selling “risk scores” to health care providers and insurers to identify patients who are at risk of becoming addicted to or

---

59 Pettypiece & Robertson, supra note 58.
60 Id.
61 Id.
62 Id.
63 Id.
64 Id.
65 Id. See supra Part IV for discussion of concerns raised by predictive analytics.
overdosing on opioids.\textsuperscript{66} Business giants such as LexisNexis collect data from insurance claims, electronic health records, housing information, and records relating to patients’ social and family connections in order to produce risk scores.\textsuperscript{67} They do all this without asking patients for permission and are not required to seek consent by law.\textsuperscript{68}

Data brokers sell other types of information to health care providers as well. LexisNexis and Acxiom sell assessments of patients based on “criminal records, online purchasing histories, retail loyalty programs and voter registration data.”\textsuperscript{69} This information is used to identify individuals who are at risk of requiring costly care or readmission to a hospital.\textsuperscript{70}

Moreover, data brokers routinely supply predictive health information to parties outside the health care industry as well. They garner data from a myriad of sources such as publicly available records, surveys, shopper loyalty programs, social media, magazine subscription lists, fitness devices, people’s Internet searches, and more.\textsuperscript{71} They then organize and sell the data, often with personally identifying information, to interested third parties, including marketers.\textsuperscript{72} These buyers can use the medical information for

\begin{itemize}
\item \textsuperscript{66} Mohana Ravindranath, \textit{How Your Health Information Is Sold and Turned into ‘Risk Scores’}, \textsc{Politico} (Feb. 3, 2019), \url{https://www.politico.com/story/2019/02/03/health-risk-scores-opioid-abuse-1139978}. See also, Timothy R. Hylan et al., \textit{Automated Prediction of Risk for Problem Opioid Use in a Primary Care Setting}, 16 J. Pain 380, 385 (2015) (discussing use of electronic health records to develop “simple stratification algorithms to initially alert clinicians to … patients at higher risk for problem opioid use”).
\item \textsuperscript{67} Ravindranath, \textit{supra} note 66.
\item \textsuperscript{68} Id. See \textit{supra} notes 142-143 and accompanying text for a discussion of the limitations of the HIPAA Privacy Rule.
\item \textsuperscript{69} Mohana Ravindranath, \textit{Does Your Doctor Need to Know What You Buy on Amazon?}, \textsc{Politico} (Oct. 30, 2018), \url{https://www.politico.com/story/2018/10/30/the-doctor-will-see-through-you-now-893437}.
\item \textsuperscript{70} Id.
\item \textsuperscript{72} Tanner, \textit{supra} note 71.
\end{itemize}
purposes of predictive analytics, to predict individuals’ future behaviors and health needs.73

III. THE PRECEDENT OF GENETIC TESTING

Predictive health analytics are novel and exciting, but they are not the first mechanism used to predict future health problems. A much more familiar and well-established technique is genetic testing, also known as DNA testing.74 When genetic testing emerged as a prevalent diagnostic and predictive tool, it raised significant ethical, legal, and policy concerns. There is much to be learned from the conversations and interventions that followed.

A. Predictive Genetic Testing

In the late 1960s scientists developed the ability to test fetuses for Down’s syndrome through a sample of amniotic fluid.75 Fetal genetic testing became common beginning in the 1970s, and today it is used to screen for Tay-Sachs disease, sickle cell disease, cystic fibrosis, and many other illnesses.76

Genetic testing can also analyze disease risks after birth and provide information regarding the likelihood that individuals will develop specific maladies in the future.77 In 1990, Mary King-

---


76 Nancy Press, Genetic Testing and Screening, in FROM BIRTH TO DEATH AND BENCH TO CLINIC: THE HASTINGS CENTER BIOETHICS BRIEFING BOOK FOR JOURNALISTS, POLICYMAKERS, AND CAMPAIGNS 73 (Mary Crowley ed., The Hastings Center, 2008).

Claire identified a genetic mutation, BRCA1, that is linked to breast and ovarian cancer, as is BRCA2, which was discovered shortly thereafter. Since then, scientists have discovered a myriad of genetic abnormalities that can increase disease vulnerabilities and have developed predictive genetic tests for some of them. For example, predictive testing can be done for early-onset familial Alzheimer’s disease, a variety of cancers, hereditary hemochromatosis (a disorder causing iron overload), Huntington’s Disease, and more.

B. Genetic Testing Concerns

The advent of genetic testing raised numerous concerns that were vigorously debated and catapulted professional and governmental bodies into action. Academics wrote hundreds of articles about genetic testing, and law reviews dedicated entire symposium issues to the subject. In 1995 the National Institutes

78 A mutation “is a permanent alteration in the DNA sequence that makes up a gene, such that the sequence differs from what is found in most people.” What Is a Gene Mutation and How Do Mutations Occur?, U.S. Nat’l Library of Med., https://ghr.nlm.nih.gov/primer/mutationsanddisorders/genemutation (published Feb. 26, 2019).


80 Andrews et al., supra note 77, at 301; Burke, supra note 74, at 1870.


of Health-Department of Energy Joint Working Group on the Ethical, Legal and Social Implications of Human Genome Research established a Task Force on Genetic Testing. The American Academy of Ophthalmology convened such a task force as well. For purposes of illustration, this section will focus on three areas of concern out of the many that were considered: clinical validity and predictive accuracy; privacy and discrimination; and psychological harms.

1. Clinical Validity and Predictive Accuracy

Experts worry about the clinical validity and predictive accuracy of genetic test results. Many genetic tests identify only a fraction of genetic mutations that can cause a disease because researchers have yet to discover other mutations or because the price of more comprehensive testing is too high. Moreover, although a subgroup of patients may have an inherited form of a disease such as cancer, many others will develop the disease because of environmental or other triggers without having genetic mutations. Individuals who undergo genetic testing and receive negative results may mistakenly conclude that they are immune to the disease at issue. Thus, a woman who is found not to have the BRCA1 or BRCA2 mutation may foolishly decline appropriate screening measures, such as routine mammograms and gynecological exams. In truth, only five to ten percent of breast and ovarian cancers are hereditary, so the vast majority of these diseases have no genetic link.

A further risk is that the opposite will occur. An individual who receives a positive genetic test result may panic and take unnecessarily aggressive preventive measures. Many genetic mutations are not completely penetrant, that is, not all individuals with the abnormality will develop the disease at issue. For

---

85 Burke *supra* note 74, at 1871.
86 *Id.*
87 *BRCA1 & BRCA2 Genes: Risk for Breast & Ovarian Cancer*, *supra* note 79.
88 *Id.*
89 Andrews ET AL., *supra* note 77, at 301.
90 *What Are Reduced Penetrance and Variable Expressivity?*, U.S. NAT’L LIBRARY OF MED.,
example, a woman who tests positive for the BRCA1 mutation has only a fifty-five to sixty-five percent chance of developing breast cancer by the age of seventy. Women who fully understand the meaning of their test results and the extent of their risk may or may not want to undergo prophylactic radical mastectomies, and either decision would be rational.

Physicians and patients who use genetic testing must be fully educated about how to interpret test results and the limitations of the information they reveal. It is all too easy to misconstrue test outcomes and attribute more certainty to genetic predictions than they warrant. Such misunderstandings can lead to consequential medical treatment missteps.

2. Privacy and Discrimination

A dearth of regulation that protected patients against medical privacy violations and genetic discrimination led to significant concern in legal and policy circles for several decades. Until 2003, there was no federal law that safeguarded the privacy of health information in general, let alone genetic information in particular. Thus, federal law did not prohibit anyone who possessed genetic information from disclosing it to third parties. At the state level, a patchwork of statutes offered varying degrees of genetic privacy protections in some states. Moreover, until the passage of the Genetic Information Nondiscrimination Act in 2008, no federal law prohibited third parties such as employers and health insurers...
from demanding that individuals provide genetic information or from discriminating on its basis. 96 Some states took the lead and passed genetic discrimination legislation as early as the 1990s, but the protections they offered were inconsistent and often limited. 97

Without comprehensive privacy protection, sensitive genetic information could end up in the hands of third parties that could use it to promote their own agendas. The prospect of genetic discrimination generated a plethora of literature and many heated academic and policy debates. 98

For example, workers worried that employers would obtain genetic data through pre-employment or post-employment medical examinations. 99 Once they learned of individuals’ genetic abnormalities, employers could decide to reject them, fire them, demote them, or take other adverse actions with impunity. 100

Americans also were apprehensive about the impact of genetic testing on health insurance coverage. 101 An insurer selling an individual policy who obtained data about an applicant’s disease risks could potentially decline to insure the person, raise premium prices, or dictate other adverse coverage conditions. 102 The same could be true for other types of insurance, such as long-term care plans. 103

3. Psychological Harms

A third area of concern revolved around psychological harms. Individuals who discover that they are at risk of a life-threatening disease may suffer depression and even become suicidal. 104 They

96 Rothenberg, supra note 93, at 107-114.
97 Id. at 108-09, 114-15.
98 See supra notes 82-84 and accompanying text.
100 Id.
102 Id. at 280 (explaining that the law “does not prohibit genetic discrimination against people seeking insurance under individual plans” and “does not prohibit group insurers from charging higher rates to a whole group based on genetic information about a particular individual”); Robert Lowe, Genetic Testing and Insurance: Apocalypse Now? 40 DRAKE L. REV. 507, 510-11 (1991).
104 Katherine A. Schneider, Adverse Impact of Predisposition Testing on Major Life Activities: Lessons from BRCA1/2 Testing, 3 J. HEALTH CARE L. & POL’Y 365, 369 & 372-74 (2000); Kathryn M. Kash, Psychosocial and Ethical
may lose motivation to be productive in their careers, experience diminished self-esteem, and have difficulty caring for their families. They may also decide not to get married or have children because they expect to die young and do not wish to transmit a genetic abnormality to a child. On the other hand, some patients expect to develop inherited diseases such as breast cancer or Huntington’s disease because many of their family members suffered from the condition, and they build their lives around this assumption. Obtaining a negative genetic test result may be just as devastating to them. They may be confused and depressed by the need to reorient their lives and feel “survivors’ guilt” in the face of their loved ones’ suffering.

The risk of psychological injury is particularly acute in the case of testing minors, especially for adult-onset illnesses, such as Huntington’s disease. Experts questioned whether it was ethical to test individuals under the age of eighteen. They also pondered who should gain access to test results and the extent to which clinicians should ask both parents and their children to consent to the testing.

If preventive measures such as regular screening and curative medical interventions are available, genetic testing of children can be justified and beneficial. However, in the absence of such measures, many condemn testing as potentially devastating to minors and their family members. Knowing that they live in the shadow of an impending illness could ravage minors’ psychological

---


106 *Id.* at 376.

107 *Id.* at 374.

108 *Id.*

109 *Id.*


111 Andrew et al., *supra* note 77, at 331.

112 *Id.*

wellbeing. Likewise, discovery of a child’s genetic abnormality may upend family dynamics as the affected child is treated either as more precious than others or less favorably because the child does not have a promising future.

C. Legal and Policy Interventions

As genetic testing became increasingly common, legislators and other policy-makers implemented a variety of measures to address the concerns that it raised. This section will focus on three of these: federal and state anti-discrimination legislation, the HIPAA Privacy Rule, and self-regulation mechanisms.

1. State and Federal Anti-Discrimination Legislation

States began enacting legislation that prohibits genetic discrimination as early as the 1970s. Early laws focused on protecting individuals with the sickle cell trait. In 1991, Wisconsin was the first state to enact a more comprehensive statute. Thereafter, the vast majority of states enacted genetic anti-discrimination statutes, though they varied significantly in scope and contents. As applied to health insurers, these laws formulated restrictions related to using genetic information to determine coverage eligibility or premium levels, requiring applicants to undergo genetic testing, or disclosing genetic information to others without consent. As applied to employers, the laws prohibited employers from discriminating on the basis of genetic information and from requesting, requiring, or obtaining genetic information.

---

114 Id. at 1235-36. At the same time, minors whose test results are negative “may develop ‘survivor guilt,’ based on the knowledge that one or more of their siblings will develop-and perhaps die from-a serious genetic disease.” Id. at 1236.
115 Id. at 1236.
116 ANDREWS ET AL., supra note 77, at 776.
117 Id.
118 Id. See Wisconsin Fair Employment Law, WIS. STAT. § 111.372 (2018).
120 State Health Insurance Discrimination Laws, supra note 119.
121 State Employment Discrimination Laws, supra note 119.
The United States Congress considered genetic discrimination bills for thirteen long years. Finally, President George W. Bush signed the Genetic Information Nondiscrimination Act (GINA) into law on May 21, 2008. GINA applies to the use of predictive genetic information by health insurers and employers. The law does not cover those who already manifest symptoms of a genetic disease.

Title I of the Act prohibits genetic discrimination in health insurance. Health insurers offering group plans may not modify premium prices and contribution amounts based on genetic information. Insurers offering individual health plans may not require genetic testing or use genetic information to establish rules for eligibility, premium prices, or contribution amounts, or to apply preexisting condition exclusions for coverage.

GINA’s Title II focuses on employment discrimination. It establishes that employers may not discriminate against employees in hiring, firing, or other employment practices based on genetic information. The law defines “genetic information” as including genetic testing of both individuals and their family members and family disease histories. Furthermore, Title II prohibits employers from attempting to obtain genetic information about applicants or employees by requesting, requiring, or purchasing it.

GINA has many critics who decry its arguably anemic protections. For example, it applies only to health insurers and

\[122\] Andrews Et Al., supra note 77, at 777.
\[124\] Mark A. Rothstein, GINA’s Beauty Is Only Skin Deep, Gene Watch, Apr.-May 2009, at 9, 10 (“The problem is that GINA only applies to asymptomatic individuals.”).
\[128\] 42 USC § 2000ff(4)(A) (2010) (defining genetic information as “(i) an individual’s genetic tests, (ii) the genetic tests of an individual’s family members, and (iii) the manifestation of a disease or disorder in an individual’s family members”).
\[130\] See, e.g., Bradley A. Areheart & Jessica L. Roberts, GINA, Big Data, and the Future of Employee Privacy, 128 Yale L.J. 710, 745 (2019) (noting that “the scholarly reaction to GINA has been almost entirely negative”); Russell Korobkin
employers rather than to all parties that might possess genetic information (such as life or disability insurers) and might subject individuals to discrimination on its basis. GINA also does not cover a range of non-genetic biologic information that may be of interest to third parties, such as epigenetic markers and the microbiome.

A full analysis of GINA or parallel state legislation is beyond the scope of this article. My point here is merely that lawmakers recognized that genetic testing could yield both benefits and serious risks. They were sufficiently thoughtful and concerned about those risks to enact statutory interventions, however imperfect.

2. The HIPAA Privacy Rule

The HIPAA Privacy Rule, which went into effect in 2003, is a set of federal regulations that address the privacy of health information. The Privacy Rule establishes that, with some exceptions, covered entities must obtain patients’ permission to disclose their protected health information to third parties. As of 2013, “health information” explicitly includes genetic information.

Under the HIPAA Privacy Rule, covered entities must allow patients to view and obtain copies of their health records and receive
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an accounting of disclosures of their protected health information.\textsuperscript{137} In addition, patients can ask health care providers to correct errors in their medical records or to use their health data restrictively.\textsuperscript{138} In addition, covered entities that suffer privacy breaches of unsecured data, such as hacking occurrences, must notify affected individuals and the Department of Health and Human Services, and in instances of large breaches, must also notify the media.\textsuperscript{139}

The related HIPAA Security Rule, which became effective in 2005, promotes secure storage and processing of electronic health information (EHI).\textsuperscript{140} It delineates administrative, physical, and technical safeguards to protect EHI’s confidentiality, integrity, and availability.\textsuperscript{141}

The HIPAA Privacy and Security Rules offer valuable protections to American patients. However, like the genetic anti-discrimination statutes, they are limited in scope and have been attacked by critics. For example, “covered entities” include only health plans, health care clearinghouses, health care providers who transmit health information electronically for purposes of HIPAA-relevant transactions, and their business associates.\textsuperscript{142} Therefore, other parties that possess and handle health information, such as data brokers and marketers, need not comply with the Rules’ privacy and security mandates.\textsuperscript{143}

Another noteworthy regulatory gap in the HIPAA Privacy and Security Rules is the absence of a private cause of action.\textsuperscript{144} Thus, individuals whose health data is breached cannot sue wrongdoers for damages under federal law no matter what consequences they suffer. Instead, the regulations leave enforcement solely in the hands of the Department of Health and Human Services Office for Civil Rights (OCR) and state attorneys.

\textsuperscript{139} 45 C.F.R. §§ 164.400–.408 (2018). Entities must notify the media if a breach involves “more than 500 residents of a State or jurisdiction.” Id. § 164.408. Unsecured protected health information means information “that is not rendered unusable, unreadable, or indecipherable to unauthorized persons through the use of a [specified] technology or methodology,” such as encryption.
\textsuperscript{141} 45 C.F.R. §§ 164.302–.318 (2018).
\textsuperscript{143} See Hoffman, supra note 26, at 73.
\textsuperscript{144} See Hoffman, supra note 26, at 75.
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general offices, which may or may not have adequate staffing and resources for robust prosecutorial activities.145

In addition, the HIPAA Privacy Rule features numerous exceptions. Covered entities can disclose patients’ medical data for purposes of treatment, payment, and health care operations without patient authorization.146 Thus, the regulations permit physicians to consult colleagues about patients and to ask administrators to review records for billing or other office-related purposes without the patients’ knowledge. The Rule exempts additional disclosures as well, such as those made for law enforcement, public health, and other listed purposes.147 In general, these exceptions are reasonable and sound. However, patients should understand that they are often ignorant of who is viewing their health data and for what purpose.

The HIPAA Privacy and Security Rules fall short of providing American patients with comprehensive protection. Nevertheless, they constitute important advances in the privacy arena and address some of the concerns raised by genetic testing.

3. Self-Regulation

Genetic testing professionals also engage in self-regulation, formulating practice guidelines and deferring testing until they have educated patients about its potential consequences. For example, The American Society of Breast Surgeons issued a “Consensus Guideline on Genetic Testing for Hereditary Breast Cancer.”148 The guidance formulated recommendations for genetic testing and discussed testing limitations.149 The American Society of Human Genetics Board of Directors and the American College of Medical Genetics Board of Directors published a document entitled “Points to Consider: Ethical, Legal, and Psychosocial Implications of Genetic Testing in Children and Adolescents.”150 The guidance recommended against testing children for adult-onset diseases if they will derive no medical or psychological benefit from being

149 Id.
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tested as minors. The American College of Medical Genetics and Genomics has issued practice guidelines related to genetic testing for numerous conditions.

Clinicians typically offer genetic counseling to patients who are considering genetic testing. Counseling is designed to ensure that patients make fully informed decisions about pursuing testing, in light of the benefits and risks that exist in their particular circumstances. A variety of health care providers can educate patients about genetic testing, but a growing number of practices include professional genetic counselors with master’s degrees. The American Board of Genetic Counselors has certified over 4,000 genetic counselors thus far. Thus, rather than rushing to test patients after only a brief discussion, responsible clinicians exercise a degree of self-restraint and take steps to ensure that patients provide meaningful and genuinely informed consent to the procedure.

IV. LONG-TERM PREDICTIVE HEALTH ANALYTICS CONCERNS

Like genetic testing, long-term predictive health analytics are fraught with risks, but these are garnering too little attention. This section highlights three areas of concern, though this list is far from comprehensive. It focuses on psychological harms, privacy and discrimination, and erroneous predictions.

A. Psychological Harms

---

151 Id. at 1233. See also, Quaid, supra note 110, at 115-17 (discussing testing guidelines for Huntington’s disease, including those addressing predictive testing of minors).
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157 I. Glenn Cohen & Harry S. Graver, Cops, Docs, and Code: A Dialogue between Big Data in Health Care and Predictive Policing, 51 U.C. DAVIS L. REV. 437, 446 (2017) (“The legal literature on predictive analytics in health care is at this moment less robust than that on predictive policing, although that is changing.”).
Predictions of future ailments based on predictive health analytics can be just as traumatizing as predictions based on genetic testing.\textsuperscript{158} Individuals who learn from their doctors that they are likely to develop heart disease, dementia, or psychosis in the future might feel that the news is devastating.\textsuperscript{159} As a result, they could have difficulty concentrating on work, experience strain in their relationships, or even become clinically depressed or suicidal.\textsuperscript{160} Like genetic testing of children, predictive health analytics involving minors raise particularly troubling questions.\textsuperscript{161} Worrisome predictions can adversely impact children’s futures and disrupt family dynamics.\textsuperscript{162}

Physicians who identify certain individuals as vulnerable to opioid addiction, cognitive decline, or suicide\textsuperscript{163} may treat those patients differently, to the patients’ detriment. For example, they may refuse to provide potential opioid addicts with needed pain medication.\textsuperscript{164} They may also relate to patients at risk of dementia or suicide poorly, treating them as cognitively compromised or lacking autonomy even when they are fully competent.\textsuperscript{165} So too they may try to drive patients who are labelled as potentially high-risk and high-cost away from their practices.\textsuperscript{166}

It is also likely that many individuals will obtain distressing health predictions not from their doctors, but from commercial enterprises, without being aware in advance that anyone has assessed their health risks. Data brokers sell health information to interested buyers, and companies such as LexisNexis and Acxiom have already begun to engage in predictive health analytics.\textsuperscript{167} Marketers will likely be eager to obtain health predictions about patients in order to tailor their marketing materials effectively.\textsuperscript{168} Imagine individuals receiving the news that they are at risk of cognitive decline through an electronic advertisement urging them to purchase memory-enhancing products! People who do not have

\begin{itemize}
\item \textsuperscript{158} See supra Part III.B.3.
\item \textsuperscript{159} See supra Part II.B.
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\item \textsuperscript{163} See supra Part II.B.
\item \textsuperscript{164} Ravindranath, supra note 66.
\item \textsuperscript{165} Marks, supra note 12, at __ (“Patients with mental illnesses often report feeling dehumanized and dismissed by healthcare providers.”).
\item \textsuperscript{166} Cohen et al., supra note 5, at 1141.
\item \textsuperscript{167} See supra notes 66-73 and accompanying text.
\item \textsuperscript{168} Cobb, supra note 73; HOFFMAN, supra note 26, at 60.
\end{itemize}
the support of a physician and do not receive a clear, medical explanation of the prediction and its degree of certainty will be all the more vulnerable to distress and misunderstandings.

B. Privacy and Discrimination

Because the HIPAA Privacy Rule governs only a subset of parties that possess health information,169 not all predictive health analytics outcomes will be subject to privacy protections.170 Entities that are not health plans, health care clearinghouses and health care providers or their business associates are not legally bound to refrain from disclosing health information about patients.171 Thus, data brokers are permitted to sell health-related information to marketers.172 Moreover, entities that are not covered by HIPAA could disclose and publicize individually identifiable predictive health analytics results. One can imagine the media obtaining predictions about entertainers and politicians that can cause significant embarrassment and even ruin careers. Predictions about ordinary people could likewise be widely publicized through social media and be available to anyone with an electronic device.

It is also noteworthy that non-covered entities are not subject to the requirements of the HIPAA Security Rule.173 Thus, such entities may be tempted to use security shortcuts and may be vulnerable to hacking and other data breaches.174 Data stored by commercial enterprises for predictive health analytics purposes, consequently, may be more vulnerable to privacy violations than HIPAA-protected health information.

Given the HIPAA Privacy Rule’s limitations, individuals’ health predictions can easily land in the hands of third parties who may use them to further their own economic agendas.175 Employers, lenders,
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169 See supra note 142 and accompanying text.
170 Marks supra note 12, at ___ (discussing privacy risks related to suicide predictions).
173 Sharona Hoffman & Andy Podgurski, supra note 140, at 344-47.
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175 HOFFMAN, supra note 26, at 59-60 (listing a variety of parties that could be interested in people’s health data).
life insurers, and others with a stake in individuals’ future wellbeing may be interested in predictions about individuals’ future health status.176 Employers for example, are interested in employees who will not have productivity or absenteeism problems and will not generate high health insurance costs.177 They may be very tempted to reject or terminate workers who they believe to be at high risk of becoming seriously ill in the coming years. Similarly, lenders seek borrowers who will remain able to work and pay off their loans, and life insurers may use predictive information about applicants to make eligibility or pricing decisions.178

Currently, the anti-discrimination laws do not prohibit employers and others from discriminating based on predictions of future health problems (other than predictions based on genetic information, which are covered by GINA).179 The Americans with Disabilities Act (ADA), the primary federal disability discrimination law, prohibits discrimination related only to:

(A) a physical or mental impairment that substantially limits one or more major life activities of such individual;
(B) a record of such an impairment; or
(C) being regarded as having such an impairment.180

Consequently, it does not reach discrimination based on future physical or mental impairments or disabilities. This legislative gap creates worrisome opportunities for discrimination based on disease predictions.

Predictive health analytics may also perpetuate other types of discrimination, such as sex or race-based discrimination. Amazon’s effort to develop artificial intelligence-driven software to identify the best job candidates illustrates the point.181 Because the predictive model’s training data were past resumes submitted to Amazon mostly by men, the program was biased against women and
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concluded men were preferable job candidates. It is just as likely that predictive models in the healthcare arena will be biased and wrongly conclude that women are at higher risk of various health problems. Likewise, if companies such as LexisNexis and Acxiom base predictive models on variables that include criminal records and voter registration data, they could disproportionately identify certain minorities as high-risk patients.

C. Erroneous Predictions

To make matters worse, the results of predictive health analytics can often be wrong. In one illustrative example outside the health field, scientists produced “fooling images” that were completely unrecognizable to humans, but deep neural networks (a form of machine learning) believed “with near certainty” that they were familiar objects. Flawed outcomes can stem from a variety of problems.

One reason can be human error in the algorithm or its implementation. Big data used to train computers and develop learning algorithms can be rife with inaccuracies and data gaps or otherwise be a poor fit for the task at hand. Poor data quality will inevitably lead to poor data-driven artificial intelligence algorithms, consistent with the “garbage in-garbage out” principle.

Even with a correct learning algorithm, the performance the predictive model exhibits using the training data may not
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generalize to real world data because of a phenomenon called “overfitting.” A particular model can produce accurate predictions on a set of training data but fail to provide sound predictions when deployed on new data, especially if the model is complex and the training data set was small. Because of the dearth of training data and the large number of parameters used to construct the model, “the learned parameters are spuriously inferred” and are unlikely to generalize well to unseen data. In other words, overfitting occurs when a predictive model fits the training data “too well.”

Big data can also be subject to selection bias. If the data used to train learning algorithms or statistical models comes from a health system that serves particular populations (e.g. disproportionately wealthy or disadvantaged individuals) but not others, the algorithm or model may not be generalizable to all patients. Several scholars have noted the following:

Big data has not captured certain marginalized demographics. Particularly concerning are racial minorities, people with low socioeconomic status, and immigrants. Many of the people missing from the data that come from sources such as Internet history, social media presence, and credit-card use are also missing from other sources of Big Data, such as electronic health records (EHRs) and genomic databases. The factors responsible for these gaps are diverse and include lack of insurance and the inability to access healthcare, to name just two.

Unfortunately, it is often impossible to discern whether a predictive model is sound. Learning algorithms are often opaque because they rely on extremely complex rules and even their programers are uncertain about how they ultimately work.
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Some commentators use the term “black box medicine” to describe reliance on nontransparent learning algorithms.\textsuperscript{196}

Use of the terms “artificial intelligence” and “machine learning” can over-awe people. But as one commentator notes, “the only sure prediction about the future of big data and predictive analytics is that it is unlikely to live up to some of the hype.”\textsuperscript{197} Therefore, algorithms, in many cases, will falsely predict that individuals will suffer particular conditions in the future, and the affected data subjects will be left to suffer the consequences.

V. RECOMMENDATIONS

At its core, this Article is a call to action. The policy and scientific communities must not ignore the potential risks of predictive health analytics. Just as the growth of genetic testing elicited robust academic and policy debates, so too should the burgeoning phenomenon of predictive health analytics. Effective legal and policy interventions are needed to safeguard the rights of data subjects. This section recommends changes to the HIPAA Privacy and Security Rules and to the Americans with Disabilities Act. It also advocates for the implementation of other oversight and self-regulation mechanisms.

A. Legal Interventions

Legislators should modify the laws that establish privacy and anti-discrimination mandates. This section focuses on the federal HIPAA Privacy and Security Rules and Americans with Disabilities Act, though states could make similar changes to parallel state laws.\textsuperscript{198} It also briefly examines whether the Food and Drug Administration (FDA) could regulate learning algorithms used for long-term predictive health analytics.

\textsuperscript{196} Price, supra note 19, at 429; Topol, supra note 4, at 51.

\textsuperscript{197} Shah et al., supra note 186, at 28.
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1. The HIPAA Privacy and Security Rules

As I have argued in other work, Congress and the Department of Health and Human Services should expand HIPAA’s definition of “covered entity.” The need for change has become all the more urgent in light of the growing use of predictive health analytics. The federal law and regulations should adopt the language of a much broader Texas privacy statute:

"Covered entity" means any person who:

(A) for commercial, financial, or professional gain, monetary fees, or dues, or on a cooperative, nonprofit, or pro bono basis, engages, in whole or in part, and with real or constructive knowledge, in the practice of assembling, collecting, analyzing, using, evaluating, storing, or transmitting protected health information. The term includes a business associate, health care payer, governmental unit, information or computer management entity, school, health researcher, health care facility, clinic, health care provider, or person who maintains an Internet site;

(B) comes into possession of protected health information;

(C) obtains or stores protected health information under this chapter; or

(D) is an employee, agent, or contractor of a person described by Paragraph (A), (B), or (C) insofar as the employee, agent, or contractor creates, receives, obtains, maintains, uses, or transmits protected health information.

This change would require a parallel modification to the definition of “health information.” “Health Information” should
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be expanded to mean “any information, recorded in any form or medium, that relates to the past, present, or future physical or mental health or condition of an individual, including health predictions, the provision of healthcare to an individual, or the past, present, or future payment for the provision of healthcare to an individual.”

Expanding the definitions of “covered entities” and “health information” would not prevent healthcare providers from contracting with business associates such as LexisNexis or Axiom to conduct predictive health analytics so long as they did so for purposes of treatment, payment, or health care operations. It also would not prevent data brokers from accessing much of the data they use, such as Facebook posts, shopper loyalty program records, or voter registration data.

Nevertheless, the change would provide patients with several important benefits. First, it would prevent the newly covered entities from disclosing health predictions to third parties without the data subject’s consent. These predictions would constitute health information about individuals’ future physical or mental health conditions, and thus data brokers and other commercial enterprises could not sell them without permission to marketers, employers, and other interested parties for financial gain. Second, upon request, the newly covered entities would be bound to inform data subjects of all disclosures of their protected health information that were made. Third, the newly covered entities would have to comply with the security mandates of the HIPAA Security Rule. They therefore would be prohibited from storing health information and health predictions about individuals with sloppy or minimal security measures that do not adequately deter hacking.

In addition, the HIPAA Privacy and Security Rules should include a private cause of action. Because of budgetary
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constraints, government enforcement is often anemic. Furthermore, it does not provide aggrieved parties with monetary relief if they have suffered injury resulting from a privacy breach. The proposed HIPAA changes could meaningfully enhance data subjects’ privacy protections and rights.

2. The Americans with Disabilities Act

I have also previously argued for a broadening of the Americans with Disabilities Act’s (ADA) definition of “disability,” and I renew my call for this change here. The ADA’s “regarded as” provision protects only individuals who are “being regarded as [currently] having … an impairment.” Congress should revise the “regarded as” provision of the ADA to include individuals who “are perceived as likely to develop physical or mental impairments in the future.”

This change would prohibit employers and other parties from discriminating against individuals because of disease predictions. It follows logically from GINA, which forbids discrimination based on a specific type of predictive data - genetic information. In the era of predictive health analytics, there is no justification for retaining a discrepancy between GINA and the ADA. This is particularly true because predictive models can forecast inherited diseases such as heart conditions and some forms of Alzheimer’s disease. Presumably, GINA would not cover such predictions because they are not based on genetic tests or family histories. The law should not leave individuals who are identified as being at risk for future diseases vulnerable to discrimination and protect them only if the prediction is rooted directly in genetic information. With respect to anti-discrimination mandates, genetic exceptionalism no longer makes sense.
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3. **FDA Regulation?**

Genetic tests are subject to regulation by the FDA and the Centers for Medicare and Medicaid Services (CMS), which oversees clinical laboratories. CMS would not regulate learning algorithms because no clinical laboratories are involved, and a real question exists as to whether the FDA will routinely do so.

The FDA regulates medical devices, which are defined as any “instrument, apparatus, implement, machine, contrivance, implant, in vitro reagent, or other similar or related article which is intended for use in the diagnosis of disease or other conditions, or in the cure, mitigation, treatment, or prevention of disease, in man or other animals.” Arguably, the FDA has authority to regulate learning algorithms as contrivances that are used for the diagnosis and prevention of disease. In early 2018 the FDA in fact approved an algorithm. It provided premarket clearance for the WAVE Clinical Platform, an early-warning system for hospitals that uses vital sign data to identify patients at risk of becoming unstable.

Even under this liberal interpretation, however, the agency is empowered to regulate only algorithms used for medical care. It would not have jurisdiction over predictive health analytics conducted by marketers, employers, or other parties for nonmedical purposes.

Moreover, the FDA has traditionally refrained from regulating the practice of medicine. Thus, it may hesitate to regulate learning algorithms when their use seems akin to medical practice. While WAVE may be classified as a device designed to predict imminent medical crises, long-term predictive analytics are a poorer match.
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At best, they merely assist physicians in making decisions about a patient’s future care.

Professor Nathan Cortez argues that predictive health analytics do not fit comfortably into any of the familiar categories of medical products, medical practice, or medical information for regulatory purposes. He and others argue for a new regulatory paradigm.229

Resolving the controversy regarding FDA regulation of learning algorithms is beyond the scope of this paper. Suffice it to say that no governing authority regularly scrutinizes learning algorithms before they are deployed in order to ensure their quality. Long-term health predictions can significantly impact people’s lives. Much more must be done to construct thoughtful, responsible legal oversight mechanisms for predictive health analytics.

B. Other Oversight Mechanisms

Academics and other experts have begun building a literature about the legal and ethical implications of predictive health analytics only in recent years.231 It is a long way from reaching the proportions of the genetic testing literature. Moreover, existing literature has paid little attention to long-term predictive health analytics, which raise unique concerns about psychological harms and discrimination.232 Legal and bioethics scholars should no more ignore these risks than they did the risks of genetic testing. What follows is a brief discussion of potential oversight improvements for the predictive health analytics industry and medical professionals.

1. Predictive Health Analytics Oversight

A few papers have undertaken the development of initial guidelines for predictive health analytics.233 For example, a panel of
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233 See Ruben Amarasingham et al., Consensus Statement on Electronic Health Predictive Analytics: A Guiding Framework to Address Challenges, 4 eGEMs Iss. 1, Art. 3 (2016), available at https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4837887/pdf/egems1163.pdf;
seventeen experts proposed the following guiding principles in 2016:

1. Data Barriers: Establish mechanisms within the scientific community to support data sharing for predictive model development and testing.
2. Transparency: Set standards around e-HPA validation based on principles of scientific transparency and reproducibility.
3. Ethics: Develop both individual-centered and society-centered risk-benefit approaches to evaluate e-HPA.
4. Regulation and Certification: Construct a self-regulation and certification framework within e-HPA.
5. Education and Training: Make significant changes to medical, nursing, and paraprofessional curricula by including training for understanding, evaluating, and utilizing predictive models.234

The scholars that have pondered predictive health analytics all agree that transparency and oversight are of critical importance.235 They recommend the establishment of industry-wide validation and certification mechanisms implemented by the Joint Commission, certifiers overseen by the FDA, independent institutional review boards, or other third parties.236

Experts have developed a variety of techniques to assess learning algorithms and predictive models.237 A popular method for estimating prediction error is cross-validation.238 Another method to assess statistical accuracy is the bootstrap method.239 Most importantly, researchers should validate learning algorithms in the field, using real patients under the same conditions as those intended for the algorithm’s post-approval use.240 Such validation should ensure that the algorithm’s predictive capability generalizes to the true target population.241 Oversight bodies should consist of
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predictive health analytics and validation experts who can be trusted to scrutinize proposed assessment methods and ensure that they are appropriate.242

The recommendations offered thus far are sound, and experts should continue to develop and augment them in order to furnish policy-makers with proposals that are as detailed and evidence-based as possible. Oversight and quality control could prevent many erroneous predictions and save clinicians and patients considerable angst.

2. Self-Regulation by the Medical Profession

Health care professionals would be wise to adopt their own safeguards in order to minimize the hazards of long-term disease predictions for patients. To that end, physicians should receive training concerning long-term predictive health analytics so that they understand the extent to which it can be limited and uncertain. They should also counsel and educate patients before disclosing troubling health predictions to them. A process akin to genetic counseling would be very useful.243 Patients should understand the advantages and disadvantages of learning about their disease risks and be able to make informed decisions about their choice.

In addition, professional organizations should develop practice guidelines regarding when it is appropriate to employ predictive health analytics and the extent to which clinicians should rely upon them.244 For example, practice guidelines might recommend that clinicians refrain from obtaining certain types of predictions about children.245 They might also suggest which interventions should and should not be implemented in response to predictions of suicidal ideation, clinical depression, opioid addiction or other ailments. Education, counseling, and practice guidelines could go far in maximizing the benefits and minimizing the risks of predictive health analytics.

243 See supra notes 153-156 and accompanying text (discussing genetic counseling).
244 See supra notes 148-152 and accompanying text (discussing practice guidelines for genetic testing).
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IV. CONCLUSION

We should not be blinded by enthusiasm for long-term predictive health analytics or be naively seduced by technologies with impressive names like artificial intelligence and machine learning. Certainly, there is much to be gained from prudent use of new predictive capabilities. However, the technologies come with significant risks of psychological harm, privacy violations, and discrimination, among others. Moreover, predictive models and learning algorithms are often flawed and produce erroneous outcomes. Many of these potential harms were previously considered and addressed in the context of genetic testing. Scientists and policymakers would be wise to adopt similar approaches for long-term predictive health analytics. This paper has proposed just a few legal and non-legal interventions. These are designed to enhance data subjects’ privacy rights, anti-discrimination protections, and ability to make informed decisions about obtaining disease predictions. However, many more minds must tackle the challenges of predictive health analytics and develop mechanisms to enhance the integrity and benefits of these technologies. Ignoring the potential perils and unintended consequences of long-term predictive analytics is imprudent and could cost society dearly.