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access to medical care.97 Similar skewing, however, may occur in inter­
ventional research if the population from which subjects are recruited is 
not sufficiently diverse.98 However, there are ways of controlling for the 
bias problem in creating (or extracting data from) an EHR database, such 
as ensuring that the database is both large enough and drawn randomly 
from the ERRs of a diverse patient population.99 

A second concern is that observational study results could be con­
founded by uncontrolled variables because the assignment of different 
treatments, including placebos, to patients is not randomized.100 Thus, 
any changes that are observed might be caused not by the intervention of 
interest but by factors, such as age or sex, that influence both the treat­
ment patients receive and the outcomes they have.101 If researchers do 
not carefully monitor and adjust for these factors, any conclusion con­
cerning the efficacy of the drug at issue is likely to be questionable. 

Third, EHR database studies may also be affected by data quality 
problems.102 Researchers cannot assume that EHR data is completely 
accurate. The data in ERRs may be incomplete or erroneous because, 
among other reasons, clinicians make typing mistakes, do not have 
enough time to create comprehensive and error-free records, or have dif­
ficulty navigating the EHR system.103 To estimate error rates and magni­
tudes, researchers may need to validate the ERRs of a sample of patients, 
which would entail contacting them or their physicians.104 

Other complications may compromise the quality of EHR data as well. 
Medical terminology lacks standardization, and physicians can use the 
same abbreviations to mean very different things.1°5 For example, "MS" 
can mean "mitral stenosis," "multiple sclerosis," "morphine sulfate," and 
"magnesium sulfate. " 106 In addition, patients who see doctors at differ­
ent medical facilities whose EHR systems are not interoperable may have 
fragmented records and pieces of their medical histories in different 
EHRs.107 

Problems with the completeness and accuracy of EHR data can be mit­
igated in part through increased use of electronic means for collecting 

97. See discussion infra Part IV.D.1 (explaining how informed consent can lead to se­
lection bias). 

98. See MANLY, supra note 88, at 4-5. 
99. See id. at 16. 

100. See id. at 4-5. 
101. See id. at 9. 
102. See Sharona Hoffman & Andy Podgurski, £-Health Hazards: Provider Liability 

and Electronic Health Record Systems, 24 BERKELEY TECH. L.J. 1523, 1537-45 (2009). 
103. See id. 
104. See id. at 1565-69, 1577. 
105. Christopher G. Chute, Medical Concept Representation, in MEDICAL INFORMAT­

Ics: KNOWLEDGE MANAGEMENT AND DATA MINING IN BIOMEDICINE 163, 170-71 
(Hsinchin Chen et a!. eds., 2005). 

106. ld. at 170, tbl. 6-1. 
107. Barbara Evans, Much Ado About Data Ownership, 25 HARV. J.L. & TECH. 70, 88, 

93-94 (2011). 
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patient data, such as remote patient monitoring.108 It must also be recog­
nized that data integrity problems are not unique to observational stud­
ies. Clinical trials are often criticized for design flaws and other 
deficiencies.109 Researchers must be aware of the limitations of their re­
search tools and techniques and strive continuously to improve them. 

In fact, observational studies have several advantages over clinical tri­
als.110 EHR databases could allow researchers to access vast amounts of 
information about patients with diverse demographics collected over a 
much longer period of time than that encompassed by clinical trials, 
which typically last only a few years.111 The data used in observational 
studies, consequently, may be far more comprehensive than the data gen­
erated by clinical trials, which often include fewer than 3,000 patients.l12 

Observational studies can also be considerably less costly and time-con­
suming than experimental research because the data used already 
exist.l13 

In some cases, it is impossible to conduct clinical trials.l14 This may be 
because it is too difficult to recruit a large enough subject population to 
yield statistically significant results, such as when the condition is very 
rare.115 Clinical studies may also be unrealistic because it would be un­
ethical to conduct them.116 For example, investigators could not examine 
the outcomes of patients who receive the wrong treatment by deliberately 

108. Kevin D. Blanchet, Remote Patient Monitoring, 14 TELEMEDICINE & E-HEALTH 
127, 128-30 (2008). 

109. See, e.g., Lorena Baccaglini eta!., Design and Statistical Analysis of Oral Medicine 
Studies: Common Pitfalls, 16 ORAL DISEASES 233, 233-40 (2010); Ron Dagan & George 
H. McCracken, Flaws in Design and Conduct of Clinical Trials in Acute Otitis Media, 21 
PEDIATRIC INFECTIOUS DISEASES J. 894, 894-901 (2002); Barbara J. Evans, Seven Pillars of 
a New Evidentiary Paradigm: The Food, Drug, and Cosmetic Act Enters the Genomic Era, 
85 NoTRE DAME L. REv. 419, 439-50 (2010); Martha Clare Morris & Christine C. 
Tangney, A Potential Design Flaw of Randomized Trials of Vitamin Supplements, 305 
JAMA 1348, 1348--49 (2011); Stephen D. Simon, Is the Randomized Clinical Trial the Gold 
Standard of Research?, 22 J. ANDROLOGY 938, 938-42 (2001). 

110. Benson & Hartz, supra note 92, at 1878 (citing the advantages of diminished cost, 
timeliness, and a broader spectrum of patients). 

111. See, e.g., Lynn M. Etheredge, A Rapid-Learning Health System, 26 HEALTH AFF. 
w107, w111 (2007), available at http://content.healthaffairs.org/cgi/content/full/26/2w107; 
Evans, supra note 109, at 446 ("Phase III trials typically last one to four years and may 
include 1000 to 10,000 patients of whom only a few hundred patients typically receive the 
new drug for more than three to six months."); Louise Liang, The Gap Between Evidence 
and Practice, 26 HEALTH AFF. wl19, w120 (2007) (asserting that "EHRs have the potential 
to take over where clinical trials and evidence-based research leave off, by providing real­
world evidence of drugs' and treatments' effectiveness across subpopulations and over 
longer periods of time"); James H. Ware & Mary Beth Hamel, Pragmatic Trials-Guides to 
Better Patient Care?, 364 NEw ENG. J. MED. 1685, 1685 (2011) (discussing the shortcomings 
of clinical trials). 

112. Sheila Weiss Smith, Sidelining Safety-The FDA's Inadequate Response to the 
!OM, 357 NEw ENG. J. MED. 960, 961 (2007). 

113. Benson & Hartz, supra note 92, at 1878 (mentioning "greater timeliness" as an 
advantage of observational studies); Port, supra note 87, at S-3, S-4. 

114. Benson & Hartz, supra note 92, at 1878. 
115. See Etheredge, supra note 111, at w107. 
116. Benson & Hartz, supra note 92, at 1878. 
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giving some individuals incorrect medications.l17 By contrast, review of 
EHR databases could allow for a broader range of research.l18 Investiga­
tors could gain access to patient records all over the country, including 
those of individuals with very rare illnesses.l 19 In addition, researchers 
could study data relating to actual patients who are treated in a clinical 
setting, rather than in the controlled environment of a research trial, and 
could analyze care that is of varying quality, including substandard 
care.120 

It is not anticipated that ERR-based observational studies will replace 
randomized clinical trials. 121 However, observational studies are an in­
dispensable addition to the research tool kit. 122 In the words of one com­
mentator, EHRs "will offer the capacity for real-time learning from the 
experience of tens of millions of people and will greatly increase the abil­
ity to generate and test hypotheses. "123 

B. PoTENTIAL HARMS AssociATED WITH EHR-BASED RESEARCH 

While the anticipated benefits of EHR-based research are significant, 
such research is not devoid of risks. Data subjects may risk privacy viola­
tions as well as other dignitary harms, all of which are addressed in this 
part. 

1. Privacy 

The terms "privacy" and "confidentiality" are at times used inter­
changeably or inconsistently, but the IOM offers illuminating definitions 
of these words. 124 According to the IOM, privacy focuses on the "collec­
tion, storage, and use of personal information" and thus on questions of 
access to data. 125 Confidentiality concerns the duty to avoid improper 
disclosure of information that is conveyed in an intimate relationship. 126 

Inappropriate disclosures of EHR data may involve violations of both 
privacy and confidentiality. However, for purposes of simplicity, we use 
the word "privacy" to encompass all aspects of the concern about data 
disclosure. 

117. See MANLY, supra note 88, at 13-14. 
118. See Etheredge, supra note 111, at w107. 
119. See id. at w109. 
120. See id. at w109-w116. 
121. See id. at w108. 
122. See Benson & Hartz, supra note 92, at 1878, 1884 (concluding, based on a litera­

ture review, that "observational studies and randomized, controlled trials usually produce 
similar results"); Port, supra note 87, at S-5 (arguing that both observational studies and 
clinical studies have their place and complement each other). But see Gordon H. Guyatt et 
aL, Randomized Trials Versus Observational Studies in Adolescent Pregnancy Prevention, 
53 J. CLINICAL EPIDEMIOLOGY 167, 173 (2000) (cautioning researchers about the risks of 
observational studies and stating that recommendations should be based on randomized 
trials whenever possible). 

123. Etheredge, supra note 111, at w108. 
124. See IOM REPORT, supra note 9, at 16-17. 
125. !d. at 16-17, 76. 
126. !d. at 76. 
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a. Privacy Breach Harms 

Once information is digitized, it is vulnerable to privacy breaches re­
sulting from hacking; stolen or misplaced laptops and storage devices; ac­
cidental disclosures, such as e-mails inadvertently sent to the wrong 
recipient; or even intentional misconduct. 127 The news media and other 
organizations have provided accounts of many such violations during the 
last several years.128 The Department of Health and Human Services 
(HHS) website lists almost 300 health care providers and insurers that 
have reported significant breaches since September of 2009.129 

The personal and sensitive information contained in medical records 
might be of interest to a large number of parties.130 Employers wish to 
hire healthy workers who will not have productivity and absenteeism 
problems or submit costly medical claims for reirnbursement.131 Various 
types of insurers (e.g., life, disability, long-term care) want to find clients 
who are low-risk and whose premium payments will exceed clairnsJ32 

Lenders are interested in borrowers who can work and earn salaries that 
will enable them to pay off their loans.133 

Advertisers and marketers hope to influence doctors' prescribing deci­
sions and patients' medical purchasing choices; political operatives may 
hope to use health information to disqualify or embarrass candidates; and 
blackmailers or other criminals may seek financial gain through the pos­
session and use of such data.134 

If health information contained in research databases can be linked to 
the names of data subjects, those with access to the data could theoreti­
cally sell or distribute it to interested third parties. Comprehensive 
EHRs will include psychiatric records, reproductive and sexual histories, 
HIV status, serious illnesses such as cancer, and much more.l35 Thus, 
patients whose information falls into inappropriate hands could face em­
ployment or insurance discrirnination;136 lose financial and other oppor­
tunities; become victims of criminal conduct; or suffer public 
embarrassment, though some of these harms may be mitigated by existing 

127. See Sharona Hoffman & Andy Podgurski, In Sickness, Health, and Cyberspace: 
Protecting the Security of Electronic Private Health Information, 48 B.C. L. REv. 331, 
332-34 (2007). 

128. See id. at 332-33; see also IOM REPORT, supra note 9, at 95-96 tbl. 2-2; Milt 
Freudenheim, Breaches Lead to Push to Protect Medical Data, N.Y. TIMES, May 30, 2011, 
at Bl. 

129. Health Information Privacy: Breaches Affecting 500 or More Individuals, U.S. 
DEP'T oF HEALTH & HuM. SERVS., http://www.hhs.gov/ocr/privacylhipaa!administrative/ 
breachnotificationrulelbreachtool.html (last visited Oct. 27, 2011) [hereinafter Breaches 
Affecting). 

130. Hoffman & Podgurski, supra note 127, at 334-35. 
131. Id. 
132. Id. 
133. ld. 
134. Id. 
135. Sharona Hoffman, Employing £-Health: The Impact of Electronic Health Records 

on the Workplace, 19 KAN. J.L. & PuB. PoL'Y 409, 421-24 (2010). 
136. See id. 
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anti-discrimination laws.D7 
It is important to note, however, that the danger of electronic privacy 

breaches arises as soon as providers convert patients' medical files from 
paper format to ERRs, and clinicians do not consult patients about 
whether to undertake this transition. To date, data breaches have in fact 
generally occurred in the clinical rather than research setting.138 Further­
more, patients routinely face privacy risks not only because of security 
vulnerabilities in ERR systems, but also because of vulnerabilities in their 
own computers or other electronic devices, data mining of data sources 
such as purchase records, and elicitation of sensitive information directly 
from patients by websites such as social networking services. 139 Thus, pa­
tients should not perceive research activities involving ERRs as generat­
ing privacy risks that would otherwise be entirely nonexistent. 

b. Privacy and De-Identification 

One technique that could reduce privacy risks is de-identification of 
records.l40 Nevertheless, commentators worry that de-identification does 
not provide sufficient protection to data subjects. 141 The potential short­
comings of de-identification are analyzed below. 

i. De-Identification Procedures 

Some experts question the reliability of contemporary de-identification 
techniques. 142 The quality of de-identification may vary among different 
EHR systems; de-identification capacity often is not designed into EHR 
systems, and, thus, it must be added after data is exported from an EHR 
system.143 Different parts of the ERR, such as patient demographics, cli­
nicians' free-text notes, laboratory and imaging reports, and hospitaliza­
tion records, may have to be de-identified separately, and, thus, the 
process might be very labor-intensive and time-consuming.l44 Further­
more, a fragmented and complex process could result in many instances 
in which identifiers are overlooked and retained in the record. 145 Thus, if 
de-identification is not automated, it would need to be assigned to trusted 

137. Id.; see also discussion infra Part VI.C.2. 
138. See Breaches Affecting, supra note 129. 
139. DANIEL J. SoLOVE, THE DIGITAL PERSON 41-55 (Jack M. Balkin & Beth Simone 

Noveck eds., 2004); Balachander Krishnamurthy & Craig E. Wills, On the Leakage of Per­
sonally Identifiable Information Via Online Social Networks, 40 CoMPUTER COMM. REv. 
112, 112 (2010). 

140. See supra Part II.B. (discussing the application of federal regulations to de-identi-
fied records); see also discussion infra Part VI.A.1 (discussing de-identification techniques). 

141. Rothstein, supra note 14, at 5-6. 
142. Id. at 5. 
143. ld.; see also Ben Wellner et al., Rapidly Re-targetable Approaches to Deidentifica­

tion in Medical Records, 14 J. AM. MED. INFORMATICS Ass'N 564, 572 (2007). 
144. Rothstein, supra note 14, at 5; see also Ishna Neamatullah et al., Automated De­

identification of Free-Text Medical Records, 8 BMC MED. INFORMATICS & DECISION MAK­
ING 32, 33 (2008), available at http://www.biomedcentral.com/content/pdf/1472-6947-8-
32.pdf. 

145. See supra Part II.B.2.a (listing identifiers discussed in the HIPAA Privacy Rule). 
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professionals. In addition, it is possible that a cryptographic key will have 
to be retained in case researchers need to conduct follow-up studies that 
require re-identification so that data can be linked to specific individu­
als.146 Such a key would need to be carefully safeguarded so that it does 
not fall into the hands of potential wrongdoers. 

ii. The Possibility of Re-Identification 

Experts have found that de-identified information can be re-identified 
using publicly available resources, such as voter registration records.147 

The risk may be small, but it exists. 
In general, de-identification is based on assumptions that third parties 

do not have certain information about data subjects that may facilitate re­
identification; however, adversaries may legally or illegally obtain such 
information from a variety of sources and then correlate it to de-identi­
fied records to achieve re-identification.148 For example, information 
about patients' medication purchases or evidence of the web links on 
which an individual clicks can be useful for this purpose.149 

It is estimated that between 63% and 87% of the U.S. population could 
be accurately identified based on the three factors of gender, zip code, 
and date of birth, without any need for details such as name, social secur­
ity number, or a precise address.150 Latanya Sweeney, a leading author­
ity, asserts that 0.04% of records that comply with the de-identification 
requirements of the HIPAA Privacy Rule151 could be re-identified.1s2 
Dr. Sweeney is famous for having identified the health records of Massa­
chusetts Governor William Weld when she was a graduate student in 1996 
based on anonymized hospital discharge data that was released to the 
public and voter registration information that was also publicly 
available.153 

146. Patricia Kosseim & Megan Brady, Policy by Procrastination: Secondary Use of 
Electronic Health Records for Health Research Purposes, 2 McGILL J.L. & HEALTH 5, 28 
(2008). 

147. ld. at 28-29; Ohm, supra note 69, at 1703 ("Clever adversaries can often reidentify 
or deanonymize the people hidden in an anonymized database.") (emphasis added). 

148. GEORGE T. DUNCAN ET AL., STATISTICAL CONFIDENTIALITY: PRINCIPLES & PRAC· 
TICE 37 (2011). 

149. Id. at 29-31 (discussing use of microdata). 
150. Philippe Golle, Revisiting the Uniqueness of Simple Demographics in the U.S. Pop­

uiation, in Ass'N FOR COMPUTIVE MACHINERY WORKSHOP ON PRIVACY IN THE ELEC· 
TRONIC Soc'y 77, 77 (2006), available at http://crypto.stanford.edu/-pgolle/papers/ 
census.pdf; Latanya Sweeney, Simple Demographics. Often Identify People Uniquely 2 
(Carnegie Mellon Univ., Working Paper No.3, 2000), available at dataprivacy.org/projects/ 
identifiability/paper1.pdf. 

151. See supra Part II.B.2.a (discussing de-identification standards under the HIPAA 
Privacy Rule). 

152. NAT'L COMM. ON VITAL & HEALTH STATISTICS, REPORT TO THE SECRETARY OF 
HEALTH AND HUMAN SERVlCES ON ENHANCED PROTECTIONS FOR USES OF HEALTH 
DATA: A STEWARDSHIP FRAMEWORK FOR "SECONDARY USES" OF ELECTRONICALLY COL· 
LECTED AND TRANSMITTED HEALTH DATA 36 n.16 (2007), available at www.ncvhs.hhs.gov/ 
071221lt.pdf. 

153. Kathleen Benitez & Bradley Malin, Evaluating Re-identification Risks with Respect 
to the HIPAA Privacy Rule, 17 J. AM. MED. INFORMATICS Ass'N 169, 169 (2010). 
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A study published in 2010 by Kathleen Benitez and Bradley Malin 154 
found that even records that have been de-identified in accordance with 
HIPAA Privacy Rule specifications155 are potentially vulnerable to re­
identification. The degree of risk varies from state to state and depends 
on what demographic information is available to the public through voter 
registration records. 156 When all eighteen HIP AA safe harbor provision 
identifiers are removed, the percentage of a state's population vulnerable 
to unique re-identification was estimated to range from 0.01% to 
0.25%.157 When the identifiers permitted by HIPAA for limited data sets 
were added in, the risk percentage rose to between 10% and 60%, de­
pending on the state.158 In 2011, the same authors published a second 
paper in which they assessed their own method of de-identification-con­
sistent with HIP AA 's statistical standard.l59 They quantified the risk of 
re-identification in this case as ranging "from 0.01% to 0.19%."160 

Both of the Benitez and Malin studies make particular assumptions 
about the re-identification scheme and the external data used to imple­
ment it. 161 They focus on a "marketer attack" using demographic data 
about patients, such as that found in voter registration records.l62 In a 
"marketer attack," the adversary simply tries to identify as many records 
as possible and does not focus on a particular record or subset of 
records. 163 The authors also assume that adversaries will use publicly 
available data and not engage in illegal activity, such as hacking.l64 In 
addition, attackers are assumed to be private individuals rather than busi­
ness entities that might have more information about targeted data sub­
jects.165 Needless to say, these assumptions may not apply in actual 
attempts at re-identification, and, thus, the risk figures supplied by Beni­
tez and Malin may be misleading. 

A recent paper by the Technology Policy Institute, a nonprofit, asserted 
that "there is no evidence that re-identification by a true adversary 
(somebody other than a researcher or journalist interested in the efficacy 

154. Id. 
155. See supra Part II.B.2.a. 
156. Benitez & Malin, supra note 153, at 176. 
157. ld. at 169. 
158. Id.; see also supra notes 74-76 and accompanying text (discussing limited data sets 

and the HIPAA Privacy Rule). 
159. Bradley Malin et a!., Never Too Old for Anonymity: A Statistical Standard for 

Demographic Data Sharing Via the HIPAA Privacy Rule, 18 J. AM. MEo. INFORMATICS 

Ass'N 3, 3 (2011). The statistical standard is articulated in 45 C.F.R. § 164.514(b)(1) (2010) 
(stating that information can be considered de-identified if an appropriate expert deter­
mines that there is only a "very small" risk that the information could be re-identified and 
documents her analysis). 

160. Malin et a!., supra note 159, at 7. 
161. Id. at 4-5; see also Benitez & Malin, supra note 153, at 170. 
162. Benitez & Malin, supra note 153, at 170; Malin et a!., supra note 159, at 4. 
163. Benitez & Malin, supra note 153, at 170; Malin eta!., supra note 159, at 4. 
164. Benitz & Malin, supra note 153, at 170. 
165. Benitez & Malin, supra note 153, at 170; Malin et al., supra note 159, at 4. 
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of privacy protections) has actually happened."166 The authors asserted 
that because re-identification is very difficult to achieve, it may be possi­
ble "only for small populations under unusual conditions."167 Still, even 
a fraction of a percent of re-identification risk could mean that hundreds 
of thousands of Americans' de-identified records would be vulnerable.168 

2. Harms Not Related to Privacy 

While the potential for privacy breaches has received significant atten­
tion in the literature, other possible harms to the dignity or autonomy of 
patients have raised concerns as well.169 If patients are not asked to con­
sent to research that involves their EHRs, they will have no opportunity 
to determine whether they are willing to accept the risks of dignitary 
harms. As Professor Mark Rothstein has argued, these harms include 
group stigmatization, inadvertently supporting medical developments 
that one finds morally objectionable, and enabling commercial enter­
prises to gamer large profits in which data subjects do not share.l7° 

a. Group Stigmatization 

Group stigmatization may occur if researchers find that individuals 
with particular ancestry are more vulnerable to a specific illness than 
other groups or have better outcomes with treatment that is different 
from standard therapy.171 For example, the genetic abnormalities 
BRCAl and BRCA2 are associated with an increased risk of breast and 
ovarian cancer and are found more commonly in Ashkenazi Jews.172 

When genetic testing was developed to identify the BRCAl and BRCA2 
mutations, some members of the Jewish community became anxious that 
Jews would be perceived as having a flawed genetic makeup or as being 
unusually diseased.l73 Likewise, the FDA's 2005 approval_ of the drug 
BiDil only for African-Americans generated significant concern about 
the implications of ethnopharmacology.174 Would race-based prescrip­
tions lead some to assume that African-Americans were biologically dif­
ferent from and measurably inferior to others?175 Data subjects whose 
de-identified information is used in research without their consent will 

166. lANE YAKOWITZ & DANIEL BARTH-JONES, TEcH. PoLICY INsT., THE ILLUSORY 
PRIVACY PROBLEM IN Sorrell v. IMS Health 7 (2011), available at 
www.techpolicyinstitute.org/files/ 
the% 20illusory%20privacy%20problem %20in %20sorrell.pdf. 

167. ld. 
168. See discussion infra Part IV.D.2.b. 
169. See, e.g., Golle, supra note 150, at 77. 
170. Rothstein, supra note 14, at 6-7. 
171. Jd.; see also Sharona Hoffman, "Racially-Tailored" Medicine Unraveled, 55 AM. U. 

L. REv. 395, 423-27 (2005). 
172. Roxana Moslehi, BRCAJ and BRCA2 Mutation Analysis of 208 Ashkenazi Jewish 

Women with Ovarian Cancer, 66 AM. J. HuM. GENETICS 1259, 1264 (2000). 
173. Hoffman, supra note 171, at 423. 
174. ld. at 396-97. 
175. ld. at 424. 
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likely not have opportunities to opt out of studies that could conceivably 
lead to stigmatization of groups with which they strongly identify. 

b. Moral Objections 

Biomedical research could also lead to outcomes that some data sub­
jects find unacceptable. 176 For example, research may reveal that particu­
lar fetal abnormalities can be discovered in-utero, and testing for the 
abnormality may ultimately induce parents to abort fetuses that they 
would have otherwise kept. 177 A patient who opposes abortion may find 
it abhorrent to have her medical file play a role in such research, even if it 
is merely subject to an automated query as part of a large database of de­
identified files. Yet, without an informed consent process, she will be 
given no choice in the matter. 

c. No Share in Commercial Profits 

Biomedical research, at its most successful, can enable pharmaceutical 
and device manufacturers to enjoy significant monetary rewards. How­
ever, manufacturers achieve commercial success only after the investment 
of considerable time and money in product development and then only in 
a minority of instances. The cost of bringing a drug from initial clinical 
testing to FDA approval has been estimated at $802 million, and the pro­
cess takes an average of 90.3 months.l78 Furthermore, according to a 
study of clinical trial data from 2003 to 2010, only 10% of drugs actually 
progress from phase one trials to FDA approvalJ79 However, when med­
ical products are marketed, they can be very lucrative, generating billions 
of dollars of revenue, 180 and these profits are not shared with the re­
search subjects who participated in the relevant studies.l81 

Informed consent forms often include language that explains the possi­
bility that the research sponsor or another party will benefit financially 
from the research. 182 A 2008 Canadian study found that research partici­
pants were particularly concerned about their ability to consent if others 

176. See Miller, supra note 12, at 561 ("[S]ome individuals whose data are used might 
object to the purpose of the research."). 

177. See Greely, supra note 12, at 760-61 (providing the examples of research concern­
ing "genetic associations with intelligence, violence, or sexual orientation or research into 
human evolution," all of which might be offensive to some individuals); Rothstein, supra 
note 14, at 7. 

178. Joseph A. DiMasi et a!., The Price of Innovation: New Estimates of Drug Develop­
ment Costs, 22 J. HEALTH EcoN. 151, 164, 166 (2003). 

179. David Thomas, Release of B/0/Biomedtracker Drug Approval Rates Study, BI­
OTECH NOW (Feb. 15, 2011), www.biotech-now.org/events12011/021/release-of-biobi­
omedtracker-drug-approval-rates-study/. 

180. See PFIZER INc., 2010 FINANCIAL REPORT 25 (2010), available at www.pfizer.com/ 
files/annualreport/2010/financial/financial2010.pdf (indicating that, in 2010, Pfizer earned 
$10.733 billion from Lipitor, $1.928 billion from Viagra, and $1.718 billion from Effexor). 

181. Rothstein, supra note 14, at 7. 
182. !d. 
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might gain financial benefits from use of their data.183 If patients are not 
asked to consent, they cannot opt out no matter how strongly they object 
to this possibility. It should be noted, however, that it is extremely un­
likely that lucrative medical products will be developed entirely based on 
observational studies using EHRs. Randomized, controlled clinical trials 
remain the gold standard for drug and device approval. 184 Thus, manu­
facturers seeking to make large profits will still conduct studies for which 
they will need to gain the consent of participants who will in tum have 
the opportunity to decline enrollment. 

IV. INFORMED CONSENT 

Because there is some possibility that record-based research will result 
in harm to patients, some would argue that data subjects should be given 
an opportunity to withhold consent to release their files for EHR studies. 
This Part will address the origins of the informed consent doctrine and 
the appropriateness of applying it to EHR database studies. It makes the 
case that obtaining informed consent is sensible with respect to clinical 
trials that involve human experimentation but is generally unnecessary 
for research projects that are restricted to accessing EHR databases. As 
we will argue in Part V of the Article, other safeguards that protect data 
subjects and are better suited to EHR-based research should replace the 
informed consent framework. 

A. HUMAN EXPERIMENTATION VS. RECORD-BASED STUDIES 

Informed consent undoubtedly has taken root as a normative compo­
nent of medical research. But, examining the origins of the doctrine 
reveals that, historically, the underlying concern was largely protecting 
subjects against abusive experimental interventions rather than against 
unwanted observational studies. 

A commitment to informed consent in research emerged from the 
ruins of World War II, during which Nazi doctors conducted brutal exper­
iments on prisoners.185 The importance of informed consent was initially 
recognized in the Nuremberg Code, the first major international docu­
ment to provide guidelines on research ethics.186 The Nuremberg Code 
opens by stating that "[t]he voluntary consent of the human subject is 
absolutely essential."187 The provision goes on to discuss the need to in­
form each subject of "the nature, duration, and purpose of the experi­
ment" and of "the effects upon his health or person which may possibly 

183. Donald J. Willison et al., Alternatives to Project-Specific Consent for Access to Per­
sonal Information for Health Research: Insights from a Public Dialogue, 9 BMC MEo. 
ETHICS 18, 27 (2008). 

184. Hoffman & Podgurski, supra note 2, at 118; Port, supra note 87, at S-5. 
185. Sharona Hoffman, supra note 87, at 471. 
186. Id. 
187. NAT'L INsTs. OF HEALTH, NuREMBERG CoDE 'j[ 1 (1949), available at http:// 

ohsr.od.nih.gov/guidelines/nuremberg.html. 
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come from his participation in the experiment. "188 The studies contem­
plated by the Nuremberg Code, therefore, involve physical interventions 
that affect the body, such as the testing perpetrated by the Nazis, rather 
than the database queries at issue in this Article.189 

A second international document that embodies research ethics gui­
dance, the Declaration of Helsinki, was adopted in 1964 and has been 
revised multiple times since.190 Several provisions of the Declaration de­
tail informed consent requirements, 191 though the consent mandate ap­
plies only to personally identifiable medical data or biological material. 192 

Furthermore, the Declaration of Helsinki recognizes that "[t]here may be 
situations where consent would be impossible or impractical to obtain for 
such research or would pose a threat to the validity of the research. In 
such situations the research may be done only after consideration and 
approval of a research ethics committee."193 Under the Declaration of 
Helsinki, research utilizing de-identified data would not require consent, 
and further exceptions could be made for use of individually identifiable 
data in appropriate circumstances.194 

In the United States, the National Commission for the Protection of 
Human Subjects of Biomedical and Behavioral Research issued the Bel­
mont Report in 1979.195 This project was undertaken in the wake of the 
infamous Tuskegee syphilis trial. The trial took place from 1932 until 
1972 and involved 600 African-American men, 399 of whom had 
syphilis.196 In the course of the study, researchers withheld penicillin 
from the subjects after it was proven to be effective in treating syphilis 
because they wanted to learn about the natural course of the disease. 197 

The Belmont Report identified "respect for persons" as one of three foun­
dational principles for ethical research and demands that investigators 
obtain informed and voluntary consent from all human subjects.l98 Spe­
cifically, the Belmont Report states: "Respect for persons requires that 
subjects, to the degree that they are capable, be given the opportunity to 
choose what shall or shall not happen to them. "199 This wording and the 
historical backdrop of the Belmont Report suggest that its primary con­
cern is clinical experimentation rather than the collection of data from 

188. ld. 
189. See id. 'll 2 (providing for human consent in an "experiment," not data collection). 
190. Hoffman, supra note 87, at 474. 
191. WORLD MED. Ass'N DECLARATION OF HELSINKI: ETHICAL PRINCIPLES FORMED. 

REs. INVOLVING HUMAN SUBJECTS §§ 24-29, available at http://www.wma.net/en/30publi­
cations/10policies/b3/17c.pdf, [hereinafter DECLARATION OF HELSINKI] (amended 2008). 

192. ld. § 25. 
193. ld. 
194. See id. § 1. 
195. BELMONT REPORT, supra note 10; Hoffman, supra note 87, at 472-73. 
196. Crn.s. FOR DISEASE CONTROL & PREVENTION, U.S. PUBLIC HEALTH SERVICE 

SYPHILIS STUDY AT TusKEGEE (2011), available at http://www.cdc.gov/tuskegee/ 
timeline.htm. 
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existing records for observational studies.200 

B. THE ABsENCE oF A CoNSTITUTIONAL RIGHT 

TO CONTROL MEDICAL RECORDS 

111 

Federal regulations that allow record-based research without consent 
would likely not violate any constitutional rights.201 The Supreme Court 
has not found that patients have either a property right or a privacy right 
associated with their medical records.Z02 

The question of health data ownership is complicated and lacks a clear 
answer. Medical records are generally considered to be the property of 
the physicians and hospitals that create them rather than the property of 
patients.203 Several state statutes and judicial decisions acknowledge that 
healthcare providers own their records.204 However, the property status 
of a patient's health data, as opposed to any physical or electronic records 
containing such data, is far more ambiguous.zos 

Recently, several scholars have posited that patients should not enjoy 
an absolute ownership right to their health information. For example, 
Professor Marc Rodwin argued against "treating patient data as private 
property [because it] precludes forming comprehensive databases re­
quired for many of ... [the] most important public health and safety 
uses."206 He proposed that clinicians, hospitals, and insurers be required 
by federal law to report de-identified patient data to public authorities 
who would create aggregate databases that researchers could utilize.207 

Rodwin believes that patient data should be treated as public property 
rather than private property.Z08 Similarly, Professor Barbara Evans calls 

200. The second principle articulated in the Belmont Report is beneficence, which en­
compasses the mandates to "do no harm" and to "maximize potential benefits" while mini­
mizing risks in research. ld. at B.2. The third principle is justice, which requires that the 
benefits and risks of research be distributed fairly and that selection procedures for human 
subjects be sound and impartial. ld. at B.3. See discussion infra Part V.B (discussing fur­
ther the concepts of beneficence and justice). 

201. Rodwin, supra note 41, at 609. 
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VA. CODE ANN. § 32.1-127.1:03A (West 2011); Young v. Murphy, 90 F.3d 1225, 1236 (7th 
Cir. 1996); Holtkamp Trucking Co. v. Fletcher, 932 N.E.2d 34, 44 (Ill. App. Ct. 2010); 
Estate of Finkle, 395 N.Y.S.2d 343, 344, 552 (N.Y. Surr. Ct. 1977). But see Person v. Farm­
ers Ins. Grp. of Cos., 61 Cal. Rptr. 2d 30, 31 (Cal. Dist. Ct. App. 1997) (finding that health 
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for a debate about "appropriate public uses of private data and how best 
to facilitate these uses while adequately protecting individuals' 
interests. "209 

Furthermore, the Supreme Court has never recognized a constitutional 
right to informational privacy.210 In a 2011 case, NASA v. Nelson, the 
Supreme Court noted that the lower courts have issued inconsistent rul­
ings concerning this purported right.211 The Court explicitly declined to 
determine whether a right to informational privacy exists212 and deter­
mined that if it did, the government's inquiries during employment back­
ground checks would not violate that right.213 

C. PATIENTs' PREFERENCES REGARDING CoNSENT 

According to the IOM, public opinion polls show that "a significant 
portion of the public would prefer to control all access to their medical 
records via informed consent. "214 At the same time, empirical data sug­
gests that a majority of Americans are supportive of medical research and 
recogllize its benefits.21s 

Several empirical studies sought to determine patient preferences as to 
whether they should be asked to consent to research studies that will in­
volve only an examination of their medical files. 216 Although the results 
are inconclusive, a review of a few of them can be illuminating. 

Two studies, one from the United States, and one from Canada, found 
that patients prefer to be asked for consent and often do not distinguish 
between identifiable and de-identified data for purposes of their re­
sponses.217 The U.S. study, conducted through telephone interviews of 
1,193 patients, focused on research using samples of genetic material.218 
It found that 81% of respondents wanted to know about research if their 
samples would be identifiable, and 72% wished to be informed if the sam­
ples would be anonymous.219 Of those wanting to know about research 
involving either identifiable or anonymized samples, 57% would require 
that their permission be sought, and 43% would be content with notifica-

209. Evans, supra note 107, at 77. 
210. NASA v. Nelson, 131 S. Ct. 746, 748 (2011). 
211. Id. at 756-57. 
212. Id. at 757. 
213. Id. at 763-64. 
214. IOM REPORT, supra note 9, at 268. 
215. Id. at 119. 
216. Id. at 81-86. 
217. Sara Chandros Hull et al., Patients' Views on Identifiability of Samples and In­

formed Consent for Genetic Research, 8 AM. J. BIOETHrcs 62, 69 (2008) (finding that most 
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al., Patient Consent Preferences for Research Uses of Information in Electronic Medical 
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tion alone.220 

The Canadian study asked 1,230 adults for their reaction to (1) use of 
data directly from their medical files, and (2) automated abstraction of 
data from their EHRs with assurances that direct identifiers would not be 
collected.221 With respect to use of data directly from medical records, 
60% of respondents felt that their permission should be obtained, though 
only half of those wished for project-by-project consent rather than gen­
eral consent.222 Twenty-four percent indicated they would be satisfied 
with notification alone, and 12% believed that neither notification nor 
permission was needed.223 With respect to automated abstraction, 27%, 
as opposed to 12%, were comfortable with use of information without 
permission or notification.224 The study concluded that the majority of 
patients "wished to maintain some level of control over the use of their 
information."225 It is noteworthy, however, that 68% agreed to some de­
gree with the statement: "Research that could be beneficial to people's 
health is more important than protecting people's privacy."226 

By contrast, a British study concluded that a majority of patients were 
willing to share their data without being asked for consent when no iden­
tifiers would be disclosed to parties other than their treating physi­
cians.227 This study examined responses from 166 patients who recently 
had been discharged from a hospital. 228 The questionnaire clearly stated 
that doctors, rather than other parties, would access the data in patient 
records and would use it in anonymous form.229 It also specified the pur­
poses for which the information would be used, including clinical audits, 
research, training, comparison of treatment outcomes in different hospi­
tals, and publications about diseases in medical joumals.230 Only 13% of 
patients questioned indicated that they would definitely want to be asked 
for permission to use their medical records.231 Assurances about ano­
nymity, restriction of access to doctors alone, and the constructive pur­
poses for which the data would be used may account for the high degree 
of patient willingness to share information without burdening physicians 
with consent requirements. 

The disparate results make it difficult to draw definitive conclusions 
from studies concerning patient preferences and attitudes. The discrep-

220. /d. at 66. 
221. Donald J. Willison et al., Alternatives to Project-Specific Consent for Access to Per­
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ancies may stem from the phrasing of questions in the different studies232 
and from variation between the populations of participants.233 The stud­
ies also reveal some degree of confusion and ambivalence on the part of 
patients.234 However, the studies' outcomes suggest that, with furthered­
ucation about the benefits of comprehensive data collection for research 
and about the safeguards implemented to protect privacy, patients may 
become increasingly willing to prioritize medical advances (from which 
they too can benefit) over concerns about risks in the record-based re­
search context.235 

D. THE TRoUBLE WITH CoNSENT 

While consent requirements promote patient autonomy and may be fa­
vored by patients, they can also interfere with the scientific integrity of 
the research enterprise. Consent requirements can result in selection bias 
that can actually invalidate research outcomes.236 In addition, contacting 
thousands or millions of patients who are included in a database can be a 
very expensive and time-consuming undertaking for researchers and 
might make it impossible for many studies to proceed.237 

1. Informed Consent Can Lead to Selection Bias 

One major difficulty with informed consent is that it leads to selection 
bias, which can skew research results.238 This section argues against rou­
tinely granting data subjects a choice concerning inclusion of their 
records in research because of the unacceptable risk of selection bias. 

a. Selection Bias vs. Confounding 

Selection biases result from procedures used to select subjects and 
from other factors that affect study participation.239 The term "selection 
bias" is used to describe subtly different kinds of study biases.240 By one 
definition, selection bias occurs when those who decide to consent to par­
ticipate in research constitute a subset of individuals who are not repre­
sentative of the patient population of interest.241 This could happen if a 
disproportionate number of people of one ancestry or economic class opt 
out of a study. It can likewise happen if individuals with certain behavior 

232. See IOM REPORT, supra note 9, at 79 ("[H]ow the questions and responses are 
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traits that might be pertinent to a study-such as diet, smoking habits, 
alcohol or drug consumption, and exercise-disproportionately opt out. 

If the process of obtaining patients' informed consent to participate in 
a research study is subject to this kind of selection bias, then the con­
senting patients will not comprise a representative sample of the popula­
tion targeted for study.242 Consequently, using results from the study 
population to estimate measures of interest, such as disease prevalence or 
average treatment effect, will tend to yield estimates that differ systemati­
cally from the true values of these measures for the target population.243 

That is, the estimates will not generalize from the set of consenters to the 
target population. 

However, in one type of medical research, known as causal effect stud­
ies, accurately estimating population statistics is often not the primary 
concern.244 These studies typically assess whether a certain treatment has 
a beneficial causal effect on patients with a particular condition or 
whether a certain exposure has a harmful causal effect on individuals.245 

In such a study, use of a representative sample of subjects from a broad 
population may actually threaten the study's internal validity, due to vari­
ations in factors other than the treatment or exposure and the outcome 
(e.g., genetic abnormalities).246 Thus, researchers may seek a group of 
study subjects that is relatively homogeneous, except that some are 
treated or exposed and others are not.247 Once the nature and magnitude 
of a causal effect is established using such a group, researchers may seek 
to generalize the results to a more diverse population either by reasoning 
from existing knowledge and theory or by conducting an empirical study 
with a sample of subjects that is representative of the population.248 For 
example, although the causal link between smoking and lung cancer was 
established mainly through studies of men, the link was assumed by ex­
perts to exist in women also, based on the physiological similarity be­
tween the lungs of women and men.249 

In causal effect studies, researchers may consider confounding bias 
(confounding) to be a greater threat than selection bias to the validity of 
causal effect estimates.250 "Classical" confounding occurs when the val­
ues of certain variables, called confounders, influence both whether indi­
viduals receive a treatment or exposure under study and whether they 
exhibit the outcomes of interest.251 For example, doctors' concerns about 
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side effects of a new treatment may influence them to favor it for 
younger, more robust patients who are likely to have better outcomes 
than older, more frail patients.252 Such a practice would result in con­
founding because it would make the new treatment appear far more ef­
fective on average than it really is.253 Elderly, feeble patients who may 
not do well with any therapy, including the one at issue, are unlikely to 
receive the treatment in question.254 If they did take the study drug and 
their poor outcomes were to be considered, the study drug would likely 
appear less successful. 255 

In an observational study, if all potential confounding variables are 
known and are accurately measured, adjustments can be made during sta­
tistical analysis of the results that reduce or eliminate confounding 
bias.256 Randomized treatment assignment, when feasible, tends to pre­
vent confounding because randomization helps to ensure that the subjects 
in the treatment and control groups are similar with respect to the values 
of potential confounding variables, even unknown ones.257 On the other 
hand, lack of generalizability to actual patient populations is a recognized 
limitation of many randomized trials, which EHR-based observational re­
search is meant to address.258 Moreover, noncompliance and loss to fol­
low-up may cause substantial confounding and selection bias even in 
randomized trials. 259 

Informed consent itself cannot be a confounding variable in a causal 
effect study260 because only patients who consent to participate will be 
included in the study. That is, consent status is fixed and not a variable at 
all among the participants. Therefore, one might think that seeking in­
formed consent from subjects and allowing them to decline to participate 
is not problematic for causal effect studies. However, while informed 
consent will not cause confounding, it can still produce a type of selection 
bias that makes it difficult to determine whether a certain treatment or 
exposure has a causal effect on patients.261 

The selection bias at issue, also called "collider bias, "262 is one that 
involves selection based on a common causal effect of two factors. 263 

Like confounding, this bias can cause a group of subjects who received a 
treatment or exposure to differ from the control group, which did not 
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receive it, in ways that seriously distort causal effect estimation.264 As we 
will illustrate, this kind of selection bias could arise in an ERR-based 
study if patients' decisions about permitting research use of their ERRs 
are influenced by two factors, one of which also influences the treatment 
or exposure variable later studied and the other of which influences the 
outcome variable. 

Consider, for example, a retrospective ERR-based cohort study under­
taken to determine if taking a certain heavily advertised diet medication 
increases a person's risk of heart attack. Suppose that, among the public, 
both the probability of individuals using the medication and the 
probability of them consenting to research uses of their ERRs increase 
with television viewing, due to advertising and other favorable publicity. 
Suppose also that chronic stress, though it is not considered in the study, 
increases individuals' risk of heart attack but decreases the likelihood 
that they will consent to research uses of their ERRs. Assume that, for 
these reasons, use of the diet medication among the public is positively 
correlated with television viewing and with consent, but it is negatively 
correlated with chronic stress. Thus, non-use of the medication is nega­
tively correlated with television viewing and with consent, but it is posi­
tively correlated with chronic stress. Note that these are statistical 
associations, not causal relationships; neither using the diet medication 
nor avoiding it should be assumed to cause or prevent television viewing, 
consent, or chronic stress. Finally, assume there is no one factor that is a 
common cause of both using, or not using, the diet medication and of 
having, or not having, a heart attack. The causal influences in this hypo­
thetical scenario are illustrated by the causal diagram in Figure 1. 

All subjects in the study cohort must have consented to use of their 
ERRs in research. Due to the aforementioned correlations, consenters 
who took the diet medication were more likely to suffer chronic stress 
than consenters who did not take the medication. The two causes of con­
sent are television viewing and absence of chronic stress. Consenters who 
did not take the medication were less likely to watch television and hence 
more likely to be free of chronic stress. Assume that the diet medication 
does not increase the risk of heart attacks. The investigators may errone­
ously come to the opposite conclusion when they compare the outcomes 
of the subjects who used the medication to the outcomes of the subjects 
who did not use it, because, unkno\vn to the researchers, the users stlf-
fered more heart attacks due to chronic stress. 

Observe that in this hypothetical scenario consent status is causally in­
fluenced (positively) by television viewing, which is also a cause of using 
the diet medication, and is causally influenced (negatively) by chronic 
stress, which is also a cause of heart attacks. This led to selection bias 
that falsely indicated that the medication caused heart attacks. This hy­
pothetical scenario illustrates how subject selection influenced by in-

264. RoTHMAN ET AL., supra note 239, at 186. 
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Figure 1: Diagram indicating causal influences among variables in example scenario 
illustrating selection bias due to informed consent. Plus sign indicates positive influ­
ence; minus sign indicates negative influence. 

formed consent can distort a causal effect estimate because of collider 
bias. 

b. Selection Bias Is Confirmed by Empirical Evidence 

Several studies confirm that selection bias is not merely a theoretical 
problem. For instance, one study focused on the Registry of the Cana­
dian Stroke Network, which includes twenty Canadian hospitals.265 

Nurse coordinators obtained consent from approximately 3,100 patients, 
and the reasons for non-consent were most often inability to contact the 
patient rather than explicit refusaF66 The authors found major selection 
biases because of the consent requirement. Specifically, "the in-hospital 
mortality rate among the enrolled patients was only 6.9%, which is much 
lower than the true mortality rate among all patients with stroke in Ca­
nada. "267 This skewing occurred because nurse coordinators had diffi­
culty obtaining consent from grieving or very distressed families of 
patients who had died or were critically ill.268 In addition, many patients 
could not provide consent because of impairments resulting from their 
strokes, and no surrogates were available.269 Thus, usually, only the 
healthiest patients with the best prognosis provided consent. 

In a different research project, 876 Irish patients with ischaemic heart 
disease returned questionnaires that included a request for consent to 
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participate in further research.270 Of these, 574, or 65.5%, signed the 
consent form and agreed to participate in the future.271 Analysis of these 
patients' records revealed that their willingness to be involved in further 
research correlated with four distinctive predictors: (1) a prior surgical 
cardiac intervention, (2) lower blood pressure measurements, (3) lower 
cholesterol levels, and ( 4) being an ex-smoker.272 The investigators found 
clear indications of selection bias and concluded that if consent is re­
quired, study populations may consist disproportionately of individuals 
"who have made healthy lifestyle decisions, who have previously bene­
fited from healthcare or those whose clinical risk factors are already well 
managed. "273 

A review of literature about selection bias, however, concluded that no 
clear factors, such as age, sex, socio-economic status, or medical history, 
emerged as consistently predictive of which patients would agree or de­
cline to participate in studies.274 Therefore, future studies cannot easily 
control for specific factors to combat the problem of selection bias. 

An IOM Report, Beyond the HIPAA Privacy Rule: Enhancing Privacy, 
Improving Health Through Research, discusses several additional studies 
of selection bias.275 The IOM concluded that the HIPAA Privacy Rule's 
requirement of patient authorization for use of identifiable health infor­
mation generates biased study samples and jeopardizes the validity of re­
search outcomes_276 

2. Obtaining Informed Consent Can Be Costly and Burdensome 

In addition to generating selection bias, consent requirements can be 
very expensive and work-intensive for investigators. Therefore, they can 
significantly hinder research projects or even make them impossible to 
pursue. 

a. Consent Options 

Consent for research drawing upon EHR databases could be sought in · 
a variety of ways. Each mechanism, however, has its own shortcomings 
and risks. 

First, data subjects could be asked to consent generally to use of their 
records in observational studies. Thus, subjects would be asked to pro-
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